


Motivation

● AI has limited understanding of long-form video and text sequences.

● Long sequences provide essential context missing from short text / clips.

● Scaling challenges due to high compute and memory costs.

● Joint video and language training needed for multimodal AI systems.

● How can we scale current AR models to more effectively model the world?



Liu, Hao, et.al. "World Model on Million-Length Video and Language with RingAttention." arXiv preprint (2024).



Blockwise Parallel Transformers (BPT) Overview

● Same architecture as vanilla Transformer, 
but reorganized compute

● First input block projected into query
● Iterate over the same sequence and 

project into KV blocks
● These QKV blocks are used for computing 

self-attention
● Process is repeated for other input blocks
● Hard to distribute sequence across hosts – 

need to reaccumulate KV blocks to run 
inner loop for each query block in outer 
loop

Liu, Hao, and Pieter Abbeel. "Blockwise Parallel Transformer for Large 
Context Models." arXiv preprint (2023).



Ring Attention
● Self-attention has property of 

permutation invariance

● We can conceptualize all hosts as forming 

a ring topology: host-1, …., host-N

● Symmetry enables parallel computation, 

which overlaps communication with 

attention compute

● Allows us to scale context length 

linearly with the number of devices 

without making any approximations to 

attention 



Stage 1: LLM Context Extension

● Progressive training on increasing 

context lengths enables more efficient 

long context extension

● Increases context length from 215 → 220







Stage 2: Vision-Language Training
● Initialized from LWM-1M-Text model

● Progressive training strategy on 

text-image and text-video

● LWM-1K: text-image training

● LWM-8K: text-video and text-image 

training with 50:50 split

● LWM-Chat-32K/128K/1M: combined 

mix of chat data for the following tasks:

○ text-image generation

○ image understanding

○ text-video generation

○ video understanding 









Discussion

Anish: The authors use a VQGAN to tokenize visual inputs (into discrete tokens). 
How might this compare to employing the approach used by Transfusion, where 
the images remain as continuous data and bidirectional attention allows image 
patches to attend to each other? Could the model benefit from such a change in 
objective, and what could the limitations be there? (Is running diffusion decoding a 
limitation there?)

Junyi: Given the limitations in video tokenization using VQGAN, which can lead to 
reduced video quality and understanding, how might future improvements in video 
tokenization (e.g., adopting a learned hierarchical tokenization approach) affect 
the scalability and efficiency of multimodal models like LWM, particularly in terms 
of maintaining or enhancing performance for long-form video tasks?


