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Can we use CLIP to resolve spatial relations?
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Comparison with Same Training Data
3 observations:
1. Sigmoid vs. Softmax 

difference is mainly 
visible at small BS

2. Sigmoid worse than 
Softmax at largest BS

3. Both methods worse at 
largest BS than 
medium BS
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Should we prune negative pairs? (ratio is 16K:1 by default) If so, how?
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CoCa: Contrastive Captioners are Image-Text Foundation Models (Yu et al, 2022)

Top n layers and bottom 
n layers of a single 
decoder transformer
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Discussion Questions (about SigLIP)

● Latest MLLMs usually use SigLIP instead of CLIP as the default vision encoder because 
people find SigLIP is consistently better on different MLLM benchmarks. However, we are still 
not clear is this advantage due to the loss design or the data? 

● Prior work found that increasing batch size improves the training with contrastive loss 
objective. Why is the peak performance at 32k batch size? What's the intuition behind this 
result? Is it due to large class imbalance and that negative examples grow quadratically 
(N^2-N) compared to linear growth of positive examples (N)? How can we improve 
large-batch size performance (1M)?

● The results in Figure 7, which show that the proposed method leads to models which have 
improved noise robustness, suggests that the sigmoid loss is having some kind of 
regularization effect beyond the softmax loss. What could be the mechanism/explanation 
behind this?


