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Zero-Shot Video Generation

https://docs.google.com/file/d/1oIzzNz6TNAePCt6vZTl70tmEbN5O81pF/preview
https://docs.google.com/file/d/1U2kzAWG-lpJmrMttEZ-MW01uQ7c7Zies/preview
https://docs.google.com/file/d/1uMcbJp7hRhJ4YTESaEj8c86Krb6V4zBB/preview




Why Use LLMs for Video Generation?

● Scalable: Autoregressive LLMs have been proven to scale effectively for 

language with models such as GPT-4 scaling above 1T parameters

● Infrastructure: Can reuse training / inference infra and optimizations for 

LLMs to scale and serve video generation models

● End-to-End:  Flexibility in encoding many diverse tasks in the same model, 

compared to most diffusion models needing architectural changes and 

adapter modules for more diverse tasks



Model Architecture



Video Tokenizer

● MAGViT-v2: Causal 3D CNN 
tokenizer

● Uses Lookup-Free Quantization to 
generate discrete tokens without 
codebook

● Current SoTA tokenizers use a 
similar approach as MAGViT-v2 but 
also incorporate attention layers, 3D 
wavelet transforms for more 
compact / less redundant video 
representation, and Finite-Scalar 
Quantization instead of LFQ



Video Super-Resolution

● Expensive to generate high-res 
video directly from AR model

● VideoPoet uses video 
super-resolution transformer to 
upsample low-res video generated 
by AR model

● Q: Is this a good way to efficiently 
generate high-res videos, or does 
this approach present a new 
inductive bias that will hinder 
scalability?



Dataset / Training Strategy

● Mix of images / videos at varying resolutions

● 1B image-text pairs

● ∼270M videos
○ ∼100M with paired text, of which ~50M used for high quality fine-tuning

○ ∼170M with paired audio

●  Approx. 2 trillion tokens across all modalities

● Q: The paper doesn’t specify how they curate/filter their dataset. What kinds 

of things would you consider when creating a pre-training dataset for video vs. 

text modeling?



Human Evaluation



Temporal Consistency

● Authors claim that scaling the model 

helped with temporal consistency 

● Q: How do other methods ensure better 

temporal consistency and can VideoPoet 

leverage them? (Patrick)

● Q: Authors note it’s hard to capture fine 

details for VideoPoet with discrete tokens. 

Is there a better ARM approach over 

these tokens, or should we investigate the 

encoders used to generate the tokens in 

the first place? (Ryan)



Comparison with Closed Source Models

Sora MovieGen

https://docs.google.com/file/d/1pFIbWz9SuKw8aOdHfJRhdetHt-Z7uwVu/preview
https://docs.google.com/file/d/1WLtaguNf80cYh74dvXm7-2bGyxeUdwOh/preview


Comparison with Open Source Models

Mochi 1 (Diffusion) Pyramid Flow Matching (AR)

https://docs.google.com/file/d/1kaFdeUW0V2w5OzJVH0U4tvbRYGmr9i-Y/preview
https://docs.google.com/file/d/1i58CeiGXavNS2TXrSBPNHaZOkzFx6kO8/preview


Current SoTA Approaches + Open Problems

● Sora / MovieGen use similar tokenizer as VideoPoet but operate on 

continuous tokens with a diffusion / flow-matching objective

● Full sequence diffusion vs. AR next token prediction 

● Open Problems in Long Video Generation
○ Full sequence diffusion can be costly (i.e. 1M+ tokens for high quality one minute video)

○ AR models typically collapse and have consistency issues over long sequence length due to 

error accumulation 

● Q: What are some limitations of existing approaches in modeling real-world 

environments? Will video models be useful for closing the sim-to-real gap?


