
VideoLlama 2
Seun Eisape

Vision & Language Seminar



VideoLlama 2  



Architecture

Mistral/Mixtral 

BEATS

CLIP ViT-L-14



Spatial-Temporal Convolution Connector

- Convolutions keep some notion of space and time within and across frames 
- They also reduce number of tokens needed across multiple frames

- RegStage “complements the information loss caused by the spatial-temporal 
downsampling”

RegStage RegStage



Vision-Language “Branch”



Vision-Language “Branch” Training 

Multitask finetuning

- Video & Image Captioning
- Video & Image Classification
- Video & Image QA

Pretraining

- Minimize Cross-Entropy Loss of Text Tokens



Audio-Language “Branch”



Audio-Language “Branch”

Multitask finetuning

- QA
- Captioning
- Sound Event Classification

Pretraining

- Minimize next token (text) prediction 
loss 



Audio-Video Joint Training



Audio-Video Joint Training

Tasks:

- Audio Visual QA
- Audio Visual Classification

Finetune on Aligned Audio & Video



Opened Ended Video QA



Multiple Choice Video QA



Open Ended Audio Video QA



Discussion

“If you were to design a suite of analyses similar to the Idefics2 or Prismatic 
VLM ablations but for Video-LLMs, what design decisions would you ablate 
and why?”

- Stephanie Fu

“In the real-world, video tasks may involve much longer time scales than 
typically used in the benchmarks. How might the STC connector need to be 
adapted or extended to handle very long videos?”

- Anish Kachinthaya



Discussion continued

“The paper appears to imply that the architectural design of the STC component 
played an important role in yielding the benchmark improvements presented. Is 
this a fair comparison? What about the role of data – if training data choices are 
no longer standardized, how can we reliably differentiate the impact of different 
architectural decisions across models?”

- Rudy Corona
“Maybe normalize performance on a task by number of samples seen during training”

- Seun (comment)

“What is RegStage?” *happens before and after convolution to ‘complement 
information loss’

- Seun Eisape



Discussion Continued

“Given that the STC module improves temporal modelling, would it make sense to 
have a model that does something similar to fuse the audio and video modalities? 
They don’t explore speech tasks or ASR tasks which are highly dependent on the 
ability to model low level video and audio features in a temporal manner.”

- Giscard Biamby



Any questions that were not answered?


