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Figure 1: (left) Taxonomy of this benchmarks survey, Our survey covers 5 key domains and 20-30
sub-class types, (Right up) Trend of MLLMs evaluation papers over time, (Right down) The statistics

Number of MLLM benchmarks

Number of MLLMs ranking the top three

Statistics on the number of the MLLM benchmarks

9% o 4% 9% » » » » > >
% SV S % Y 45 ¥ % SV 4
= B B QQ o o ’&0 u’P o S

S S
N I\ g o N ¥ IS¢ o S N

Statistics on the number of the MLLMs ranking the top three on 83 benchmarks since 2024

R T S VN VA .
S & & & g « TSP S o @ &
(o4 &
©
o

on the number of the top3 MLLMs on 83 benchmarks since 2024.
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Li, Jian, et al. "A survey on benchmarks of multimodal large
language models." arXiv preprint arXiv:2408.08632 (2024).

Multimodal Large Language Models (MLLMs) continue to show impressive
capabilities in multimodal understanding, reasoning, and interaction

Big issue: tendency to produce hallucinations



Examples of hallucinations

hallucinations: responses that are not factually founded in the associated images

Is there a cat in the image? ﬁ

Yes, there is a cat in the image.
Are there four birds in the image? Yg ¢
Yes, there are four birds.
Is the blue bird on the left of the yellow bird? ﬁ

No, the blue bird is on the right of the yellow one.

Describe the image as detail as possible. ﬁ

The picture shows a long-haired man in a suit
sitting on the steps in the city, checking his
watch. Beside him are two green cups, a laptop,
and some scattered documents, with a bicycle
parked in front of him. A small dog on the step is
cuirously observing him.

Figure 1: Hallucination examples in LVLMs. Hallucination symp-
toms may manifest as deficiencies in various vision-language tasks
like judgment and description, or factual errors in different visual
semantics, such as objects, attributes, and relations.

Liu, Hanchao, et al. "A survey on hallucination in large
vision-language models." arXiv preprint arXiv:2402.00253 (2024).

, =
Category Hallucination

r [Please describe this image in detail.

&_][What is the girl in the picture doing?éj

The image shows a group of people standing in
a park. There is a large tree in the background with
pink blossoms. The people are all wearing different

4 |clothing, including a man in a brown jacket and a

woman in a white shirt and jeans. There are also
some people in the background who are not in the
foreground of the image. The people are standing in

§|a grassy area and there are some benches and a

fence in the background. The sky is clear and there
are some clouds in the distance.

E:ﬂ The girl in the picture is standing
with her arms outstretched, as if she
is trying to catch something. It is not
clear what she is trying to catch, but
it could be a kite or a frisbee. The
other people in the picture are
standing around her, watching what
she is doing. It appears that they are
all having a good time together in the
park.

Attribute Hallucination

Relation Hallucination )

Yin, Shukang, et al. "A survey on multimodal large language
models." National Science Review (2024): nwae403.

Multimodal hallucinations can be categorized
into three types [ ]:

1. Existence Hallucination is a common
type, meaning that models incorrectly de-
cide the existence of objects.

Attribute Hallucination means falsely de-

scribing the attributes of certain objects,

e.g. failure to identify a dog’s color.

. Relationship Hallucination is a more com-
plex type of hallucination. It refers to false
descriptions of relationships between ob-
jects, such as relative positions.
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Bai, Zechen, et al. "Hallucination of multimodal large language
models: A survey." arXiv preprint arXiv:2404.18930 (2024).
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Problem statement

Hallucinations make models untrustworthy and impractical in real-world and
high-stake applications
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Reinforcement Learning from Human Feedback (RLHF)

Example: LLM Chatbot RLHF from Binary Preference Feedback
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Discussion

What advantages does RLHF offer compared to other alignment techniques?
What are some challenges associated with using RLHF?



RLHF

Feedback for Supervised Reward Learning

Rewards for Reinforcement Learning

v I

v

Human Feedback Reward Model Policy
& €=
<&
Examples for Evaluation

Challenges

{ N a N é

I Human Feedback, §3.1 |g| Reward Model, §3.2 @f Policy, §3.3
§3.1.1, Misaligned Evaluators ] [§3.2.1, Problem Misspecification ] [§3.3.1, RL Difficulties }

§3.1.2, Difficulty of Oversight

83.1.4, Feedback Type Limitations

[
[ ]
[§3.1.3, Data Qualilty ]

\, [ ] J

[§3.2.2, Misgeneralization/Hacking J

[§3.2.3, Evaluation Difficulty ]

[§3.3.2, Policy Misgeneralization ]

[§3.3.3, Distributional Challenges ]

§3.4, Joint RM/Policy Training Challenges

J \




Challenges with RLHF...

1. Annotation ambiguity

Conversation A

8

Conversation B

&,

Human Feedback

1

Which example
is better?

O A
O B

2. Learning efficiency

x: “write me a poem about
the history of jazz"

>| —

— —

preference data



Prompt: Please describe
the image in detail.
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. Inputs ’  MLLM outputs

7 \7 ~ o The image shows a clock tower ...

The clock reads approximately
11:20 ... There are also some flags
flying in the top left corner of the
image ... There are several people
scattered throughout the scene...

o The image features a large clock

tower with a clock face on each of
its sides ... The clocks on the tower
display the time as 11:50. The
tower is adorned with orange and
pink flags, adding a festive touch ...

Prompt: Please describe
the image in detail.
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. Inputs ’  MLLM outputs

7 \7 ~ o The image shows a clock tower ...

The clock reads approximately
11:20 ... There are also some flags
flying in the top left corner of the

image ... There are several people Human I;eedbaCK
scattered throughout the scene... Bontarsiibnid 1

8

Which example

8

Conversation B is better?
The image features a large clock °a

tower with a clock face on each of —

its sides ... The clocks on the tower
display the time as 11:50. The
tower is adorned with orange and
pink flags, adding a festive touch ...

Prompt: Please describe
the image in detail.
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Challenge: Annotation ambiguities

Inputs MLLM outputs

v 0 The image shows a clock tower ...

The clock reads approximately
11:20 ... There are also some flags
flying in the top left corner of the
image ... There are several people
scattered throughout the scene...

0 The image features a large clock

tower with a clock face on each of
its sides ... The clocks on the tower
display the time as 11:50. The
tower is adorned with orange and
pink flags, adding a festive touch ...

Broad ranking labels (“worse/better”)

Conflicting strengths and weaknesses

even if labeled with a clear preference, the optimal

Prompt: Please describe

response remains unknown (the exact time of the clock) the image in detail

Human Feedback

Conversation A !
&=

Which example
Conversation B is better?
gj o a
o B
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Challenge: Learning efficiency

Inputs MLLM outputs

v 0 The image shows a clock tower ...

The clock reads approximately
11:20 ... There are also some flags
flying in the top left corner of the
image ... There are several people
scattered throughout the scene...

0 The image features a large clock

tower with a clock face on each of

Broad feedback signal: limited info about actions that
need correction

Feedback is sparse

its sides ... The clocks on the tower
display the time as 11:50. The
tower is adorned with orange and

Prompt: Please describe

H|gh data requirement e Iraage In detail pink flags, adding a festive touch ...
Picking up spurious patterns that don'’t align with human Human Feedback
preference Conversation A !
g‘ Which example
Conversation B is better?
@ o
o B
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Key insight of this paper

1) at the data level, it proposes to collect human feedback in the form of fine-grained segment-level
corrections, providing a clear, dense, and fine-grained human preference

2) at the method level, it proposes dense direct preference optimization (DDPO) that directly optimizes
the policy model against dense and fine-grained segment-level preference

Fine-grained Correctional
MLLM outputs Human Feedback o om0 8 5 N
* —, :
The image shows a clock tower ... The image shows a clock tower ... 1 — " — |
The clock reads approximately The clock reads approximately : ~ e < ~ — | ]
e — — e |}
11:20 ... There are also some flags 15:26 ... There are also some flags | ;
flying in the top left corner of the flying in the top right corner of the ! \
image ... There are several people image ... There are trees in the 7 ot o5 i i e 4
scattered throughout the scene... p background behind the buildings...
—_— Dense Direct Preference
1 Optimization (DDPO)
The image features a large clock The image features a large clock
tower with a clock face on each of - tower with a clock face on its front
its sides ... The clocks on the tower side ... The clock on the tower ~7
= display the time as 11:50. The displays the time as 15:26. There / ;
- . tower is adorned with orange and are red, green, yellow and blue ; &
Pror.npt. PI‘ease dgscnbe pink flags, adding a festive touch ... flags, adding a festive touch ... Final MLLM K L- gx /
the image in detail.
5 (1) Human Feedback Collection Sl (2) Human Preference Learning —— 3|

Figure 1. The RLHF-V framework for MLLM behavior alignment from human feedback. (1) Given the input image and prompt, we obtain
outputs from MLLMs and collect human feedback in the form of fine-grained segment-level corrections on hallucinations. (2) During
human preference learning, we perform dense direct preference optimization over the fine-grained correctional human feedback.



[/ Inputs 7 MLLM outputs
:

—
7 \w - o The image shows a clock tower ...

The clock reads approximately
11:20 ... There are also some flags
flying in the top left corner of the
image ... There are several people
scattered throughout the scene...

0 The image features a large clock
tower with a clock face on each of
its sides ... The clocks on the tower
display the time as 11:50. The
tower is adorned with orange and
pink flags, adding a festive touch ...

Prompt: Please describe
the image in detail.

(S (1) Human Feedback Collection

4

LZ} Fine-grained Correctional
"+ Human Feedback

Q The image shows a clock tower ...

The clock reads approximately
15:26 ... There are also some flags
flying in the top right corner of the
image ... There are trees in the
background behind the buildings...

—
@ The image features a large clock

tower with a clock face on its front
side ... The clock on the tower
displays the time as 15:26. There
are red, green, yellow and blue
flags, adding a festive touch ...

Dense Direct Preference
Optimization (DDPO)

N

(2) Human Preference Learning ——)|

Figure 1. The RLHF-V framework for MLLM behavior alignment from human feedback. (1) Given the input image and prompt, we obtain
outputs from MLLMs and collect human feedback in the form of fine-grained segment-level corrections on hallucinations. (2) During
human preference learning, we perform dense direct preference optimization over the fine-grained correctional human feedback.
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Prompt: Please describe
the image in detail.

9 MLLM outputs

) o The image shows a clock tower ...

The clock reads approximately
11:20 ... There are also some flags
flying in the top left corner of the
image ... There are several people
scattered throughout the scene...

o The image features a large clock

tower with a clock face on each of
its sides ... The clocks on the tower
display the time as 11:50. The
tower is adorned with orange and
pink flags, adding a festive touch ...

le
I

(1) Human Feedback C

@

Y 4

.\, Fine-grained Correctional
Human Feedback

Q The image shows a clock tower ...

The clock reads approximately
15:26 ... There are also some flags
flying in the top right corner of the
image ... There are trees in the
background behind the buildings...

—
@ The image features a large clock

1lection

tower with a clock face on its front
side ... The clock on the tower
displays the time as 15:26. There
are red, green, yellow and blue
flags, adding a festive touch ...

Dense Direct Preference
Optimization (DDPO)

Final MLLM % %% >

Sle
]

(2) Human Preference Learning ——)|

Figure 1. The RLHF-V framework for MLLM behavior alignment from human feedback. (1) Given the input image and prompt, we obtain
outputs from MLLMs and collect human feedback in the form of fine-grained segment-level corrections on hallucinations. (2) During
human preference learning, we perform dense direct preference optimization over the fine-grained correctional human feedback.
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Human preference collection

The goal of human preference data is to distinguish human preferred high-quality responses from inferior
ones, providing human-aligned learning signals to steer the MLLM behaviors

Prompt: Please describe
the image in detail.

le

MLLM outputs Fine-grained Correctional

! The image shows a clock tower ...
The clock reads approximately
11:20 ... There are also some flags
flying in the top left corner of the
image ... There are several people
scattered throughout the scene...

The image features a large clock
tower with a clock face on each of
its sides ... The clocks on the tower
display the time as 11:50. The
tower is adorned with orange and
pink flags, adding a festive touch ...

)

(1) Human Feedback Collection

Human Feedback

The image shows a clock tower ...
The clock reads approximately

15:26 ... There are also some flags
flying in the top right corner of the
image ... There are trees in the

background behind the buildings...

The image features a large clock

~ tower with a clock face on its front

side ... The clock on the tower
ys the time as 15:26. There
are red, green, yellow and blue
flags, adding a festive touch ...

di
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Fine grained correctional human preference collection

Fine-grained Correctional

MLLM outputs Human Feedback

The image shows a clock tower ... The image shows a clock tower ...

« Segment level corrections

The clock reads approximately The clock reads approximately
11:20 ... There are also some flags 15:26 ... There are also some flags
flying in the top left corner of the flying in the top right corner of the
image ... There are several people image ... There are trees in the
. scattered throughout the scene... background behind the buildings...
* Given a flawed output from _—
M LLMS h u man a n notato rS The image features a large clock The image features a large clock
b tower with a clock face on each of tower with a clock face on its front
. . its sides ... The clocks on the tower side ... The clock on the tower
di recﬂy correct the hallucinated display the time as 11:50. The displays the time as 15:26. There
" tower is adorned with orange and are red, green, yellow and blue
Prompt: Please describe 2 i 3 : <
3 2 5 pink flags, adding a festive touch ... flags, adding a festive touch ...
Segments the image in detail.
(S (1) Human Feedback Collection Sk

Human Feedback

Conversation A !
e

Which example
Conversation B is better?

® 5

Correcting convo A

Correcting convo B




Dataset

https://huggingface.co/datasets/openbmb/RLHF-V-Dataset

Datasets: = openbmb/RLHF-V-Dataset D ©Olike 49  Follow * OpenBMB 351

1.4k prompts, corrections are diverse in hallucination types: objects
(41.2%), positions (20.3%), numbers (16.5%), attributes (10.0%), Tasks & TextGeneration [ Visual Question Answering

Modalities: B Image Text Formats: % parquet Langt

actions (53%) and misce//aneous types (6 8%) ArXiv: O arxiv:2312.00849 () arxiv:2405.17220  Libraries: @ Datasets [ pandas @ Croissant +1 License: @ cc-by-nc-4.
# Dataset card B Viewer Files and versions Community
Dataset Summary BB Dataset Viewer Auto-converted to Parquet  </> APl Embed B Full Screen Viewer
split (1)
) . train - 5.73k rows v
RLHF-V-Dataset is the human preference data used in "RLHF-V: Towards Trustworthy
Y Search this dataset SQL Console
MLLMs via Behavior Alignment from Fine-grained Correctional Human Feedback".
ds_name image text origin_dataset origin_split
string image th (px) string - Iengths string - classes string S
We collected a large amount of fine-grained segment-level human corrections on diverse — Q -
RL V-Dat. 100% 2134451 17.4% 109 0] 43 .35 vgav2 219%
instructions, including detailed descriptions and question-answering instructions. The u f"question*: “What are the S
RLHF-V-Dataset 3 LCS-558K -
" " key features you observe i.. InstructBLIP-Flan-T5..
dataset contains a total of 5,733 preference pairs.
RLHF-V-Dataset {"question": "What kind of vqav2 1"model":

potato chips are on the.. "InstructBLIP-Flan-T5..

Inputs

MLLM outputs

& O
The

Fine-grained Correctional
Human Feedbacl

RLHF-V-Dataset {"question": "Analyze this

5
-
.Sl

sharegpt4v-wikiart

{"model": "LLaVA-13B",

The image shows a clock tower ... i ibing i W "
clock reads approximately The clock reads approximately art image, describing its.. type":..
11:20 .. There are also some flags 15:26 ... There are also some flags
flying in the top left comer of the flying in the top right comer of the
image ... There are several people - here are trees In the q o ATelth {"model LLaVA-13B
scattered throughout the scene... und behind the buildings... "question": "Are the "model”: "LLaVA-13B",
: RLHF-V-Dataset 4 . vqav2 L M
— countertops a light or dar.. type":.
The image features a large clock ) The image features a large clock
tower with a clock face on each of tower with a clock face on its front
s The clock on the tower 5 sante w " "
s the time 6. There ffauactinn®: "What ara the Stmodal -
tower is ad blue
mpt: Plasse describe pink flags, addinga festive touch .. flags, adding a festive touch .. 1 2 3 58 Next >

the image in detail.
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https://huggingface.co/datasets/openbmb/RLHF-V-Dataset

1.

Discussion responses

Scalability

a.

“While the paper demonstrates impressive results with just 1.4k annotated samples, how might
the approach scale to much larger datasets? What are the potential challenges in maintaining
annotation quality and consistency when collecting segment-level corrections at a larger scale?”
— Zeeshan

“Given that RLHF-V relies on fine-grained human feedback, how scalable is this approach?
How can automate or semi-automate this process?” — Mir

“Although the paper mentions that scaling the preference data leads to improved performance,
it's unclear what the practical feasibility/scalability of obtaining such dense labels from humans
is. It seems like obtaining these labels would be significantly harder than traditional ranking
preference labels or binary preferences.” — Sanjeev

“The paper emphasizes fine-grained human feedback for mitigating hallucinations. How might
the cost and scalability of collecting such data impact the broader adoption of RLHF-V in
industry settings?” — Jiaxin

21



oW | o) .\, Fine-grained Correctional
[~ Inputs ) MLLM outputs Q Hidian Feadback

—
) o The image shows a clock tower ... Q The image shows a clock tower ...

\
Y \\\'~ !
The clock reads approximately The clock reads approximately 1
11:20 ... There are also some flags 15:26 ... There are also some flags :
flying in the top left corner of the flying in the top right corner of the '
image ... There are several people image ... There are trees in the £
scattered throughout the scene... & background behind the buildings...
> Dense Direct Preference
Optimization (DDPO)
The image features a large clock The image features a large clock
tower with a clock face on each of tower with a clock face on its front
its sides ... The clocks on the tower side ... The clock on the tower \
display the time as 11:50. The displays the time as 15:26. There
" tower is adorned with orange and are red, green, yellow and blue =
Prompt: Please describe 2 i + e £ Final MLLM
K fi i f fi | e ina
the Ivaage M aetail pink flags, adding a festive touc lags, adding a festive touc /
(S (1) Human Feedback Collection Sk (2) Human Preference Learning ———————eql

Figure 1. The RLHF-V framework for MLLM behavior alignment from human feedback. (1) Given the input image and prompt, we obtain
outputs from MLLMs and collect human feedback in the form of fine-grained segment-level corrections on hallucinations. (2) During
human preference learning, we perform dense direct preference optimization over the fine-grained correctional human feedback.



Method: Dense direct preference optimization (DDPO)

To leverage the dense and fine-grained human
feedback, this work introduces DDPO, a new
variant of direct preference optimization (DPO)
for directly optimizing the MLLM policy against
dense human preference

Dense Direct Preference
Optimization (DDPO)

Final MLLM

(2) Human Preference Learning ——5|

(1) Given the input image and prompt, we obtain
level corrections on hallucinations. (2) During
:-grained correctional human feedback.
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Method: Dense direct preference optimization (DDPO)

e DPO learns from human preference labels utilizing a
simple binary classification loss

e Compared with RLHF, DPO is exempt from learning 1 Daiias Difest Frdtarancs
.. Optimization (DDPO)
an explicit reward model

e Simplifies the whole pipeline to two steps (human Final MLLM
preference data collection and preference learning)

(2) Human Preference Learning ———5|

Reinforcement Learning from Human Feedback (RLHF) Direct Preference Optimization (DPO)
S label rewards e
b N .
t_zj > ——> reward model LM policy I'E_':j > R final LM
L
preference data maximum sample completions preferencedata . .
likelihood reinforcement learning likelihood

Figure 1: DPO optimizes for human preferences while avoiding reinforcement learning. Existing methods
for fine-tuning language models with human feedback first fit a reward model to a dataset of prompts and
human preferences over pairs of responses, and then use RL to find a policy that maximizes the learned reward.
In contrast, DPO directly optimizes for the policy best satisfying the preferences with a simple classification
objective, fitting an implicit reward model whose corresponding optimal policy can be extracted in closed form.

Rafailov, Rafael, et al. "Direct preference optimization: Your language model is secretly a
reward model." Advances in Neural Information Processing Systems 36 (2024).



Discussion

When may RLHF be a better approach compared to DPO? When may DPO be
more useful than RLHF?

Reinforcement Learning from Human Feedback (RLHF) Direct Preference Optimization (DPO)
- Yé;‘i?iil";iiff"’“‘ label rewards " Y&Si?éff&illi””t
; N p—
t_=3 > —> reward model LM policy t_EY"] > —_ final LM
N
preference data maximum sample completions preferencedata ..
likelihood reinforcement learning likelihood

Figure 1: DPO optimizes for human preferences while avoiding reinforcement learning. Existing methods
for fine-tuning language models with human feedback first fit a reward model to a dataset of prompts and
human preferences over pairs of responses, and then use RL to find a policy that maximizes the learned reward.
In contrast, DPO directly optimizes for the policy best satisfying the preferences with a simple classification
objective, fitting an implicit reward model whose corresponding optimal policy can be extracted in closed form.
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Key insight of this paper

1) at the data level, it proposes to collect human feedback in the form of fine-grained segment-level
corrections, providing a clear, dense, and fine-grained human preference

2) at the method level, it proposes dense direct preference optimization (DDPO) that directly optimizes
the policy model against dense and fine-grained segment-level preference

Prompt: Please describe
the image in detail.

le
€

MLLM outputs

~ @ The image shows a clock tower ...

The clock reads approximately
11:20 ... There are also some flags
flying in the top left corner of the
image ... There are several people
scattered throughout the scene...

The image features a large clock
tower with a clock face on each of
its sides ... The clocks on the tower
display the time as 11:50. The
tower is adorned with orange and
pink flags, adding a festive touch ...

(1) Human Feedback Collection

Fine-grained Correctional

Human Feedback

The image shows a clock tower ...

The clock reads approximately
15:26 ... There are also some flags
flying in the top right corner of the
image ... There are trees in the
background behind the buildings...

J The image features a large clock
- tower with a clock face on its front

side ... The clock on the tower
displays the time as 15:26. There
are red, green, yellow and blue
flags, adding a festive touch ...

Optimization (DDPO)

Final MLLM % % ;i? >

(2) Human Preference Learning —— 3|

1 Dense Direct Preference

Figure 1. The RLHF-V framework for MLLM behavior alignment from human feedback. (1) Given the input image and prompt, we obtain
outputs from MLLMs and collect human feedback in the form of fine-grained segment-level corrections on hallucinations. (2) During
human preference learning, we perform dense direct preference optimization over the fine-grained correctional human feedback.
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Evaluations: from two perspectives, trustworthiness reflecting the hallucination
degree, helpfulness reflecting the general interaction quality
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Evaluations: from two perspectives, trustworthiness reflecting the hallucination
degree, helpfulness reflecting the general interaction quality

Trustworthiness benchmarks Helpfulness benchmarks

Model Object HalBench | MHumanEval | MMHal-Bench LLaVA Bench VQAv2

e assesses object e 146 samples collected e evaluates hallucinations ® assesses e popular dataset
LLaVA [35] hallucination in detailed from Object HalBench (50) and response multimodal for short-form
Muffin [60] image descr., compares the  and MMHal-Bench (96), informativeness, uses conversation, visual question
LRV [33] objects in the model output given model responses, GPT-4 to compare model detailed description  answering
LLaVA-RLHF [48] with object labels human annotators label output with human and complex
InstructBLIP [14] exhaustively annotated for hallucinated segments and response and several reasoning
Qwe“'VL'Ct‘at (6] COCO images hallucination types of the object labels to decide the capabilities, scores
LLaVA 1.5 [34] segments, including scores. model output
RLHF-V objects, positions, against reference
GPT-4V [37] numbers and others. response via GPT-4

General baselines: QwenVL-Chat, LLaVA,
LLaVA 1.5, Muffin, and InstructBLIP

Baselines tailored for hallucination
problems: LRV, LLaVA-RLHF

Commercial baseline: GPT-4V



M al n ReS U |tS RLHF-V achieves SOTA performance in trustworthiness and helpfulness among open-source models

Model Object HalBench | MHumanEval | MMHal-Bench LLaVA Bench VQAv2
Resp. Mention Object Position Number All Info. Resp.l Conv. Detail Comp. testdev
LLaVA [35] 63.0 29.5 46.6 21.2 19.9 80.8 31.9 70.8 85.4 74.3 96.3 -
Muffin [60] 50.5 24.5 33.6 16.4 26.0 747 334 68.8 89.3 79.7 97.7 -
LRV [33] 32.3 22.3 43.2 11.6 19.2 829 222 78.1 61.7 47.3 55.0 -
LLaVA-RLHF [48]  38.1 18.9 37.7 17.8 18.5 72.6  39.9 65.6 93.8 74.3 1114 -
InstructBLIP [14] 25.9 14.3 30.8 15.1 17.1 63.7 295 64.4 83.2 67.6 90.6 -
Qwen-VL-Chat [6] 43.8 20.0 34.9 16.4 15.8 61.0 385 52.1 81.9 77.1 92.3 79.5
LLaVA 1.5 [34] 46.3 22.6 30.8 17.8 17.1 61.0 39.2 52.1 81.6 75.5 95.2 80.0
RLHF-V 12.2 7.5 21.9 7.5 14.4 555  40.0 52.1 93.1 75.3 91.6 80.0
GPT-4V [37] 13.6 7.3 22.6 12.3 11.0 459 476 31.3 96.0 102.5 106.7 77.2%
Table 1. Main experimental results on hallucination. We report hallucination rates in different granularities, including response-level
(Resp.) and mention-level (Mention), and response-level hallucination rates in different types. We also show scores on informativeness
(Info.), multimodal conversation (Conv.), detailed description (Detail), and complex reasoning (Comp.). * denotes zero-shot results on
VQAV2.> The best and second best open-source results are shown in bold and underlined respectively.

Resp.: response-level hallucination rate (the percentage of responses that have hallucinations) 29
Mention: mention-level hallucination rate (the percentage of hallucinated object mentions among all object mentions)



M al n ReS U |tS RLHF-V achieves SOTA performance in trustworthiness and helpfulness among open-source models

using 1.4k annotated data samples, RLHF-V significantly reduces the hallucination rate of the base MLLM by 34.8%,
outperforming the concurrent LLaVA-RLHF trained on 10k annotated data

Model Object HalBench | MHumanEval | MMHal-Bench LLaVA Bench VQAv2
Resp. Mention Object Position Number All Info. Resp.l Conv. Detail Comp. testdev
LLaVA [35] 63.0 29.5 46.6 21.2 19.9 80.8 319 70.8 854 743 96.3 -
Muffin [60] 50.5 24.5 33.6 16.4 26.0 747 334 68.8 89.3  79.7 97.7 -
LRV [33] 323 223 43.2 11.6 19.2 829 222 78.1 61.7 473 55.0 -
LLaVA-RLHF [48]  38.1 18.9 377 17.8 18.5 726 399 65.6 93.8 743 1114 -
InstructBLIP [14] 259 143 30.8 15.1 17.1 63.7 295 64.4 832 67.6 90.6 -
Qwen-VL-Chat [6]  43.8 20.0 34.9 16.4 15.8 61.0 385 52.1 819 77.1 92.3 79.5
LLaVA 1.5 [34] 46.3 22.6 30.8 17.8 17.1 61.0 392 52.1 81.6 755 95.2 80.0
RLHF-V 12.2 7.5 219 7.5 14.4 555 40.0 52.1 93.1 75.3 91.6 80.0
GPT-4V [37] 13.6 7.3 22.6 12:3 11.0 459 476 313 96.0 1025 106.7 17.2*
Table 1. Main experimental results on hallucination. We report hallucination rates in different granularities, including response-level
(Resp.) and mention-level (Mention), and response-level hallucination rates in different types. We also show scores on informativeness
(Info.), multimodal conversation (Conv.), detailed description (Detail), and complex reasoning (Comp.). * denotes zero-shot results on
VQAV2.> The best and second best open-source results are shown in bold and underlined respectively.

Resp.: response-level hallucination rate (the percentage of responses that have hallucinations) 30
Mention: mention-level hallucination rate (the percentage of hallucinated object mentions among all object mentions)



More analysis

(1) How does RLHF-V’s performance scale with feedback data amount?

(2) What is the advantage of fine-grained correctional preference data over
traditional overall ranking data?

(3) Can RLHF-V’s data and method be adopted to enhance the trustworthiness of
other MLLMs?

(4) How does human feedback alleviate hallucinations intuitively?
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More analysis

(1) How does RLHF-V’s performance scale with feedback data amount?

(2) What is the advantage of fine-grained correctional preference data over
traditional overall ranking data?

(3) Can RLHF-V’s data and method be adopted to enhance the trustworthiness of
other MLLMs?

(4) How does human feedback alleviate hallucinations intuitively?
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(1) How does RLHF-V’s performance scale with feedback data amount?

A: Scaling feedback data leads to promising results

68
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Figure 2. Hallucination rate and number on MHumanEval (all
types) with respect to the amount of preference data. We report
the results of different models trained on different RLHF data.



More analysis

(1) How does RLHF-V’s performance scale with feedback data amount?

(2) What is the advantage of fine-grained correctional preference data over
traditional overall ranking data?

(3) Can RLHF-V’s data and method be adopted to enhance the trustworthiness of
other MLLMs?

(4) How does human feedback alleviate hallucinations intuitively?
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(2) What is the advantage of fine-grained correctional preference data

over traditional overall ranking data?

A: Fine-grained correctional human feedback
enables better learning efficiency

The authors replaced their preference data with the 2.2k
human preference data on hallucination from
LLaVA-RLHF (gives overall ranking labels following
common RLHF practices)
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Figure 2. Hallucination rate and number on MHumanEval (all
types) with respect to the amount of preference data. We report
the results of different models trained on different RLHF data.
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More analysis

(1) How does RLHF-V’s performance scale with feedback data amount?

(2) What is the advantage of fine-grained correctional preference data over
traditional overall ranking data?

(3) Can RLHF-V’s data and method be adopted to enhance the
trustworthiness of other MLLMs?

(4) How does human feedback alleviate hallucinations intuitively?

36



(3) Can RLHF-V’s data and method be adopted to enhance the
trustworthiness of other MLLMs?

A: RLHF-V generalizes to enhance other MLLMs
To investigate the generalization capability of their framework, the authors used RLHF-V’s data &

approach to align the behavior of LLaVA, showing that RLHF-V reduced the hallucination count
of LLaVA by 13.8 relative points and the hallucination rate by 5.9 relative points
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More analysis

(1) How does RLHF-V’s performance scale with feedback data amount?

(2) What is the advantage of fine-grained correctional preference data over
traditional overall ranking data?

(3) Can RLHF-V’s data and method be adopted to enhance the trustworthiness of
other MLLMs?

(4) How does human feedback alleviate hallucinations intuitively?
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(4) How does human feedback alleviate hallucinations intuitively?

A: RLHF-V reduces hallucination from correlation and over-generalization.

Living Room Kitchen Bathroom Street

book, person, bed bottle. bowl, cup toilet, sink, bottle person, car, motorcycle _—
Model chair, couch, remote person, chair, knife toothbrush, person, cup traffic light, handbag, truck A

H, H; A H, H; A H, H; A H, H; A

LLaVA-1.5 [34] 252 418 +16.6 189 239 450 224 304 +80 206 280 +74 492
LLaVA-RLHF [48] 23.7 345 +10.8 13.1 174 +43 182 195 +14 183 227 +44 452
QWEN-VL [6] 245 345 +10.0 164 208 +44 216 175 -41 225 320 495 450
RLHF-V 5.5 8.0 +2.5 3.8 59 +21 41 40 -0.1 23 4.6 +2.3 +1.7
GPT-4V [37] 82 194 +112 46 Sty IS T AR B e S 7 s T 30, 4.6 +0.4  +5.0

“able 2. Experimental results of hallucination from over-generalization on Object HalBench. For each scene, we report the hallucination
rate of the top 10 frequent objects on average on the full benchmark (H,) and under the scene (H;). Top 6 frequent objects are listed for

each scene for brevity. A: hallucination rate difference, A: average difference across the scenes.

“For example, a prevalent hallucination case observed across different MLLMSs is claiming the presence of
person as long as they see an image of street. To quantify the problem, we select a set of representative
scenes {living room, kitchen, bathroom, street}.”

39



N

Long-form QA

What might be the significance or role of the objects
you described in ensuring city traffic flows smoothly?

&8 RLHF-V (This work)

The objects in the image hold significance in ensuring city traffic flows smoothly as they help regulate and control the
movement of vehicles and pedestrians. The traffic lights, for instance, provide visual cues to drivers and pedestrians,
indicating when it is safe to proceed, stop, or yield. By doing so, they help reduce traffic congestion, prevent accidents,
and improve overall safety.

Additionally, the street markings, such as the crosswalk and bike lane, provide clear guidance to drivers, cyclists, and
pedestrians by outlining designated areas for each group. These markings contribute to a more organized and safer
traffic flow, as they indicate the expected behavior of different users in sharing the road or navigating the intersection.

%2 LLaVA-RLHF

The objects and features described in the image play a crucial role in ensuring that city traffic flows smoothly and safely.
Here are some of the key aspects they contribute to:

1. Traffic lights: The presence of traffic lights at the intersection helps regulate the flow of traffic by controlling the right of
way for vehicles and pedestrians. They ensure that traffic moves in an orderly manner, reducing the risk of accidents and
congestion. By following the traffic light signals, drivers can safely navigate the intersection and avoid collisions with
other vehicles or pedestrians.

2. Parking meters: Parking meters p

33 Slgnage The presence of various signs on the street such as no parking signs, helps communicate important
information to drivers and pedestrians. Tt s C ons, speed limits, and other
traffic rules, ensuring that everyone on the road is aware of their responsibi and the potentlal consequences of
violating traffic regulations.

vide g

4. Bike lanes: The presence of bike lanes in the image indicates that the city is promoting alternative modes of
transportation, such as cycling. Bike lanes provide a dedicated space for cyclists, reducing the risk of accidents between
bikes and cars. They also encourage more people to choose cycling as a means of transportation, which can help
reduce traffic congestion and improve air quality in the city.

5. Pedestrian crossings: The presence of pedestrian crossings in the image highlights the importance of ensuring the
safety of pedestrians in busy urban areas. These crossings provide designated areas for pedestrians to cross the street
safely, reducing the risk of accidents and promoting a more walkable city environment.

In summary, the objects and features described in the image, such as traffic lights, parking meters, signage, bike lanes,
and pedestrian crossings, play a significant role in ensuring that city traffic flows smoothly and safely. They help regulate
traffic flow, manage parking, communicate important information to drivers and pedestrians, promote alternative modes
of transportation, and prioritize the safety of pedestrians. By implementing these measures, cities can create a more
efficient and sustainable urban environment for all residents.

Figure 7. Qualitative results of different models. Unrea

ons and scene related hallucinations are high-

lighted in color respectively.

N

Long-form QA

& What might be the significance or role of the objects
you described in ensuring city traffic flows smoothly?

@ InstructBLIP

In the image, there are several objects that play a significant role in ensuring city traffic flows smoothly. These objects
include streetlights, traffic lights, ca bicycles, and pe s. Streetlights provide illumination for drivers and
pedestrians during nighttime or low-light conditions, improving visibility and safety on the road. Traffic lights regulate the
ﬂow of traffic at |ntersect|ons ensuring that vehicles, blcycles and pedes\nans follow the rules of the road and avoid

Cl.
ing to c rules. Overall these objects work together to create a

safe and efficient transportation system in the city.

B GPT4-V

The objects in the image are various traffic control devices used in urban settings to manage and regulate the flow of
traffic, ensuring safety and order on the roads. Here's their significance and role:

1. Traffic Lights: They control the flow of traffic at intersections, directing vehicles when to stop and go. This prevents
collisions and ensures an orderly movement of traffic.

2. Street Signs: Various signs in the image, like "No Right Turn", inform drivers of local traffic laws and regulations they
must follow, such as which turns are prohibited at an intersection.

3. Bicycle Lane Markings: The green painted bike lane signifies a dedicated space for cyclists, which helps in reducing
conflicts between motor vehicles and bicycles.

4. Pedestrian Signals: Pedestrian traffic lights, although not clearly visible in this image, usually accompany traffic lights
to indicate when it is safe for pedestrians to cross the street.

5. Road Markings: The various lines and symbols painted on the road surface guide drivers on how to use the lanes
properly, where to stop, and the direction of permissible traffic movement.

6. Parking Signs: These signs inform drivers of the areas where parking is either allowed or prohibited during certain
times, which contributes to the reduction of roadside congestion.

Each of these devices plays a crucial role in maintaining a systematic and smooth flow of different modes of
transportation within the city streets, minimizing accidents, and ensuring the safety of all road users.

Figure 8. Qualitative results of different models (continued figure). [

nreasonable reason

extensions are highlighted in color.
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Long-form QA

Provide a thorough description of the
given picture.

#8 RLHF-V (This work)

The image depicts a small kitchen with white walls and wood cabinets. There is a center island in the middle of the
kitchen, providing additional counter space. The kitchen is equipped with standard appliances, such as a stove, located
on the right side, and a sink on the left.

# GPT4-V
Certainly! The image showcases an interior view of a kitchen. Here are the details:

Cabinetry: The kitchen is equipped with a combination of white overhead and base cabinets, some of which have a
horizontal black line running along their middle. The design appears modern, with a sleek finish.

Countertop: The countertop appears to be made of a light-colored, possibly marble or granite material. The main
countertop extends along one side of the kitchen, while an additional rounded extension provides a potential breakfast or
serving area.

Flooring: The floor is checkered with white tiles, and numerous black dots are scattered across each tile, creating a
distinct pattern.

Appliances and Fixtures: On the right, there's a silver, freestanding gas range and oven. Just above it is an exhaust or
range hood. A stainless-steel sink is set into the countertop on the left side of the image, beneath which there's a dish
drying rack attached to the wall.

Lighting: The ceiling is equipped with multiple recessed lights, ensuring the kitchen is well-lit.

Other Details: A green trash bin is placed beside the gas range. Various other minor items, like a bottle and some
containers, can be seen on the countertop. There's also a metallic vertical pole, possibly a utility or storage pole,
standing between the range and the rounded counter extension.

Walls and Door: The kitchen walls are painted in a muted beige or light brown color. To the far right, there's a wooden
door, possibly leading to a pantry or another room.

Ambiance: The kitchen exudes a clean, functional, and organized atmosphere, with a blend of neutral tones and
contemporary design elements.

Overall, the kitchen appears to be well-maintained and offers a mix of practicality and style.

Long-form QA

Please provide a detailed description of the image. Describe the visual elements, colors, shapes, textures, and any objects or
2 P p g P y obj
people present along with the overall mood or atmosphere portrayed in the image.

%8 RLHF-V (This work)

The living room is clean and empty of people, with the sun shining in through the windows. It features a white rug and
black furniture that contrasts with the light from the windows. There is a doorway leading to a balcony that showcases
the railing. The living room contains a couch, a table, and two chairs.

£ GPT4-V

The image showcases an elegantly designed living room.

Starting with the overall atmosphere, the room exudes a warm and inviting ambiance. Natural sunlight floods in from
large windows on the left, emphasizing the spaciousness of the room and creating a luminous glow.

As for the visual elements:

Colors: The room primarily features neutral tones—creams, browns, and blacks. These muted colors contribute to the

room's calming and sophisticated feel. The wooden floor has a polished honey-brown hue which complements the
lighter walls.

Furniture: A variety of seating options are available. There are two dark leather chairs on the left side of the room,
facing the window. In the center, a black leather couch with decorative cushions sits opposite a glass coffee table with
metallic legs. On the far right, there's another seating area with two plush chairs flanking a fireplace.

Decorative Elements: Above the fireplace is a white mantel adorned with decorative items. On the left wall, a sleek table
holds decorative items like a lamp and a vase with flowers. Above this table, a large mirror is hung, reflecting the
room's light and enhancing its spaciousness. On the adjacent wall, three framed artworks are neatly aligned, adding an
artistic touch to the room.

Textures: The room presents a blend of textures. The plushness of the rug contrasts with the smooth leather of the
furniture, the glass surface of the coffee table, and the sleek wooden floor.

Shapes: There are various shapes at play. The rectangular and square forms of the artworks, the mirror, and the
windows are balanced by the rounded shapes of the seating and the coffee table.

Plants: A large potted plant sits by the window, adding a touch of nature and a refreshing green to the neutral palette.

The room is a blend of modern and classic elements, providing a sense of comfort while maintaining a refined aesthetic.

Figure 9. Qualitative results of different models. Hallucinations and scene related hallucinations are highlighted in color respectively.

Figure 10. Qualitative results of different models. Hallucinations and scene related hallucinations are highlighted in color respectively.
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(4) How does human feedback alleviate hallucinations intuitively?

A: RLHF-V reduces hallucination from correlation and over-generalization.

Living Room Kitchen Bathroom Street

book, person, bed bottle. bowl, cup toilet, sink, bottle person, car, motorcycle _—
Model chair, couch, remote person, chair, knife toothbrush, person, cup traffic light, handbag, truck A

H, H; A H, Hg A H, H; A H, H; A

LLaVA-1.5 [34] 252 418 +16.6 189 239 450 224 304 +80 206 280 +74 492
LLaVA-RLHF [48] 23.7 345 +10.8 13.1 174 +43 182 195 +14 183 227 +44 452
QWEN-VL [6] 245 345 +100 164 208 +44 216 175 -41 225 320 +95 450
RLHF-V 5.5 8.0 +2.5 3.8 59 +21 41 40 -0.1 23 4.6 +2.3 +1.7
GPT-4V [37] 82 194 +112 46 Sty IS AR F e S 7 s T 30, 4.6 +0.4  +5.0

“able 2. Experimenta
rate of the top 10 freq
each scene for brevity

“How generalizable is this method, in the sense that, this method prevents the model from
over-generalizing on certain features that may be correlated (e.g., a person in a street), but it
does not seem to address the underlying problem of model hallucination. Are there other
techniques to actually force the model to ground its answers in some reality?” — Nandeeka

“For example, a prevalent hallucination case observed across different MLLMSs is claiming the presence of
person as long as they see an image of street. To quantify the problem, we select a set of representative
scenes {living room, kitchen, bathroom, street}.” 42



Ablation studies

Model MHumanEval | MHB| VQAv2
Obj.  Pos. Num. All Resp. testdev
Muffin [60] 336 164 260 74.7 68.8 -
RLHF-V 219 15 144 555 52.1 80.0
w/ vanilla DPO 219 11.6 11.6 575 54.2 80.0
w/ IT-VQA only 343 17.1 17.1  65.1 58.3 80.0
w/ untrust aug. 185 137 144 59.6 54.2 171
Table 3. Ablation results on different components. MHB:

MMHal-Bench, IT-VQA: instruction tuning on VQAv2, untrust

aug.: untrustworthy data augmentation.

Muffin: base model used for implementing RLHF-V

Vanilla DPO: basic DPO without RLHF-V adjustments (additional weight for corrected segments)

IT-VQA: model is fine-tuned only on VQAv2

Untrust aug: standard augmentation techniques (including random cropping) are applied
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qualitative examples

Short-form QA: questions that
can be answered in a few
words

RLHFV shows a good balance
between helpfulness, engagement
and clarity vs. LLaVA-RLHF is
usually far more engaging,
introducing lengthy extensions
however that can be less
reasonable or relevant.

Long-form QA: questions that
require long text to answer

InstructBLIP and LLaVA-RLHF can
confidently describe non-existing
objects in a large proportion of
their responses, vs. RLHF-V
introduces significantly fewer
hallucinations while delivering a
comparable amount of effective
information.

Short-form QA

At what time is this photo taken?

#8 RLHF-V (This work)

The scene appears to be taken during the daytime, as the sunlight can be seen streaming in through the large window in the
kitchen. The bright lighting creates a welcoming and inviting atmosphere, making the kitchen feel more spacious and vibrant.

&8 InstructBLIP
The photo is taken during the daytime.

#8 LLaVA-RLHF

The photo is taken during the daytime, as indicated by the presence of natural light and the absence of any artificial lighting.
The sunlight streaming in through the windows and the overall brightness of the room suggestthat the photo is taken during
daylight hours. This could be either in the moming or afternoon, depending on the specific time of day and the position of the
sun relative to the windows.

The presence of various objects in the room, such as bottles, cups, bowls, and a potted plant, further supports the
idea that the photo is taken during the daytime. These objects are likely to be in use or placed in their respective
locations during the daytime, as people tend to engage in more activities and prepare meals during the day.

In conclusion, the photo is taken during the daytime, as evidenced by the natural light, the absence of artificial lighting, and
the presence of various objects in the room that are typically used during daylight hours

L

Long-form QA

What is this photo about?
Please answer in detail.

&8 RLHF-V (This work)

The image depicts a small black dog sitting on a wooden floor in a living room, watching a television screen. The television
appears to be mounted on the wall, and it's showing an image of another dog.

@ InstructBLIP

The image depicts a black dog sitting on the floor in front of a large TV screen. The TV screen is displaying an image of a dog,
which appears to be the same breed as the dog in the room. The dog seems to be engrossed in the TV program and is
focused on the screen. There are several other dogs visible in the room, but they are not as close to the TV as the
main subject. One dog is located near the left side of the TV, while another is positioned closer to the center of the
room. A third dog can be seen towards the right side of the image. In addition to the dogs, there are two chairs in the
room, one located near the left side of the TV and the other near the center of the room.

&8 LLaVA-RLHF

The image features a black dog sitting on a hardwood floor in a room, watching a television. The TV is located on the left side
of the room, and the dog is positioned near the center of the scene.

There are also two people in the room, one on the left side and the other on the right side, possibly watching the
television along with the dog. Additionally, there are two remotes visible in the room, one near the center and the

other on the right side. A chair can be seen in the room, placed on the right side, and a bowl is located on the left side
of the room, possibly for the dog's food or water.

Figure 3. Qualitative results of different models on short-form QA and long-form QA. Correct answers, unreasonable extensions and
hallucinations are highlighted in color respectively.
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Short-form QA

& What is the man doing in the image?

#8 RLHF-V (This work)

In this picture, the man is giving a thumbs up gesture. The thumbs up sign is a universally recognized symbol of
approval or agreement, often used to indicate satisfaction with something. It seems like he may be reacting positively to
something that is happening around him.

&8 InstructBLIP

The man in the image is sitting at a table, talking on his cell phone.

&8 LLaVA-RLHF

The man in the image is talking on his cell phone while sitting in a crowded room. He is surrounded by other people,
some of whom are also sitting and talking on their phones. The scene suggests that the man is engaged in a
conversation, possibly discussing something important or casually chatting with someone on the other end of the line.

The presence of multiple people using their cell phones in the same room indicates that the image may have been
taken in a public setting, such as a restaurant, a waiting area, or a social event. It is common for people to use their
phones in such settings, as it allows them to stay connected with friends, family, or colleagues, or to attend to work-
related matters.

The man's conversation could be a personal one, or it could be related to a professional matter, such as discussing a
project or coordinating plans with a colleague. It is also possible that he is using his phone to access information,
such as checking emails, browsing the internet, or using social media.

In any case, the image captures a moment in time where the man is actively engaged in a conversation on his cell
phone, surrounded by other people who are also using their devices to communicate or attend to their needs.

This scene reflects the ubiquity of cell phones in modern life, and the way they have become an integral part of our daily
routines and social interactions.

£ GPT4-V

The man in the image appears to be scratching or touching his head with one hand while giving a thumbs-up
gesture with the other hand.

J

Figure 5. Qualitative results of different models. Correct answers and hallucinations are highlighted in color respectively.

Long-form QA

& What do you think is going on in this snapshot?

# RLHF-V (This work)

In this image, we see a small gray elephant standing alone in a dirt field. The elephant appears to be the focal point of
the photo, with its impressive size and unique color. In the background, there is a building that complements the natural
surroundings very well.

@ InstructBLIP

The image depicts an elephant standing in a sandy area near a wall. The elephant is the main focus of the scene,
occupying most of the space in the frame. There are several other objects scattered around the area, including a few
chairs placed near the elephant. In addition to the elephant and chairs, there are two tires visible in the scene. One
tire is positioned closer to the left side of the image, while the other is located on the right side. Both tires appear to
be partially buried in the sand, possibly indicating that they have been placed there for the elephant to interact with.
Overall, the scene provides a glimpse into the life of an elephant in a controlled environment.

#8 LLaVA-RLHF

The image features a large elephant standing in a sandy area, surrounded by rocks and a building. The elephant is
positioned near the center of the scene, with its trunk hanging down.

In the background, there are two tires lying on the ground, possibly indicating that the area is used for various
activities or training exercises. Additionally, there is a bird perched on a rock in the scene, adding a touch of nature to
the environment.

£ GPT4-V

The image depicts an elephant in an enclosure, likely at a zoo or a sanctuary. The environment has a concrete wall, a
door, and some elements like rocks, a blue tarp, and a tire, possibly used as play or enrichment items for the elephant.
The scene suggests that this is a space where the elephant is housed, and the items around might be used to keep it
engaged or stimulated.

Figure 6. Qualitative results of different models. Hallucinations are highlighted in color.
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conclusion

e This research introduced RLHF-V, a framework which aligns MLLM behavior through fine-grained
correctional human feedback

e Dataset of high-quality human preference data to provide human-aligned learning signals for MLLMs

e Experiments to show the effectiveness of RLHFV, achieving SOTA performance in trustworthiness
among open-source MLLMs

TLDR: RLHF-V’s segment-level feedback and DDPO enhance MLLM trustworthiness
and helpfulness

Fine-grained Correctional
Inputs MLLM outputs Human Feedback
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Figure 1. The RLHF-V framework for MLLM behavior alignment from human feedback. (1) Given the input image and prompt, we obtain
outputs from MLLMs and collect human feedback in the form of fine-grained segment-level corrections on hallucinations. (2) During
human preference learning, we perform dense direct preference optimization over the fine-grained correctional human feedback.



Discussion responses

1. Scalability

a.

“While the paper demonstrates impressive results with just 1.4k annotated samples, how might the approach scale to much larger
datasets? What are the potential challenges in maintaining annotation quality and consistency when collecting segment-level
corrections at a larger scale?” — Zeeshan

“Given that RLHF-V relies on fine-grained human feedback, how scalable is this approach? How can automate or semi-automate
this process?” — Mir

“Although the paper mentions that scaling the preference data leads to improved performance, it's unclear what the practical
feasibility/scalability of obtaining such dense labels from humans is. It seems like obtaining these labels would be significantly
harder than traditional ranking preference labels or binary preferences.” — Sanjeev

2. Beyond vision

a.

“The paper focuses primarily on reducing factual hallucinations related to visual content. How might this approach generalize to
other types of hallucinations in multimodal systems, including in video generation where there may be temporal inconsistencies as
well?” — Zeeshan

“‘MLLMs only generate textual data. What could we do to align multimodal models and their multimodal outputs to our
preferences? The generative vision world is largely struggling with this for forward tasks (generation), but what about inverse
tasks? Are the objectives already well-defined enough for us to succeed in those tasks? Is there any inverse task without language
generation that would require more sophisticated optimization/alignment?” — Ryan

3. Tradeoffs

a.

“The paper claims RLHF-V improves trustworthiness and reduces hallucinations effectively. However, could there be trade-offs between
reducing hallucinations and maintaining the richness or creativity of model outputs? How might these trade-offs affect the application of RLMF-V
in domains requiring both factual accuracy and imaginative reasoning?” — Baifeng



You are an expert in image objects extraction according to a question answer pair. We asked an examiner to answer a question
about a picture.

[Start of Question]

<image> {question}

[End of Question]

[Start of Examiner’s Answer]

{answer}

[End of Examiner’s Answer]

Assume that the answer is correct, please identify all visible objects that are directly shown in the image. Please following the
instructions in below:

1. You should only mention objects that are explicitly mentioned in the examiner’s answer.

2. You should only extract the object names without the attributes of the objects.

3. You should not include the properties of the object, like the color, material, etc. as part of the object name in your result.

4. Make your answer precise. Present the results in a JSON list format: [“object_17, ..., “object_n”].

5. You should return an empty JSON list () if no visible objects can be found.

Table 7. The prompt we used to extract object mentions from image captions with ChatGPT.

Identify and describe each object in the image in detail.

Describe the key features of the image in great detail.

What are the main elements in this image? Describe them thoroughly.

Explain what’s happening in the image with as much detail as possible.

Detail the image’s components with particular focus on each entity.

Provide an intricate description of every entity in the image.

What are the main objects or subjects in the image? Please describe them in detail.
What is the setting or environment in which the image takes place?

How do the elements in the image relate to each other in terms of positioning or composition?
Explain the elements of the image with thorough attention to detail.

Explain the image’s various components in depth.

What are the key features you observe in the image?

Can you point out the details that make this image unique?

Itemize the elements you identify in the image and describe them thoroughly.
Convey the specifics of the image with meticulous attention to detail.

Tell me what catches your eye in the image, and describe those elements in depth.

Table 5. The list of instructions for detailed image description used in training.

* Provide a thorough description of the given image.
» What is this photo about? Please answer in great detail.
* Provide a thorough description of the given picture.

people.

people present.

» Explain the narrative or story that the image seems to convey, detailing each part that contributes to it.

» Please provide a detailed description of the image. Describe the visual elements, colors, shapes, textures, and any objects or
people present along with the overall mood or atmosphere portrayed in the image.

 Please provide a detailed description of the image, including its visual elements, such as colors, shapes, textures, objects, and

* Provide an intricate description of the image, capturing its visual elements, including colors, shapes, textures, objects, and any

* Compose a detailed account of the image, encompassing its visual characteristics, like colors, shapes, textures, objects, and
any human subjects, by paying careful attention to the specifics.

Table 6. The list of instructions for Object HalBench.
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