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Introduction

Multimodal Large Language Models (MLLMs) continue to show impressive 
capabilities in multimodal understanding, reasoning, and interaction

Big issue: tendency to produce hallucinations
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Li, Jian, et al. "A survey on benchmarks of multimodal large 
language models." arXiv preprint arXiv:2408.08632 (2024).
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Liu, Hanchao, et al. "A survey on hallucination in large 
vision-language models." arXiv preprint arXiv:2402.00253 (2024).

Bai, Zechen, et al. "Hallucination of multimodal large language 
models: A survey." arXiv preprint arXiv:2404.18930 (2024).

Examples of hallucinations
hallucinations: responses that are not factually founded in the associated images

Yin, Shukang, et al. "A survey on multimodal large language 
models." National Science Review (2024): nwae403.
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Bai, Zechen, et al. 
"Hallucination of multimodal 
large language models: A 
survey." arXiv preprint 
arXiv:2404.18930 (2024).



Problem statement

Hallucinations make models untrustworthy and impractical in real-world and 
high-stake applications
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Reinforcement Learning from Human Feedback (RLHF)

RLHF involves human 
annotators ranking model 
responses, and utilizing a 
reward model to guide the 
policy LLM learning

utilizes reinforcement 
learning algorithms to align 
LLMs with human 
preferences, with human 
annotations as supervision in 
the training loop.



Discussion

What advantages does RLHF offer compared to other alignment techniques? 
What are some challenges associated with using RLHF? 

7



8



Challenges with RLHF…

1. Annotation ambiguity

2. Learning efficiency  
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Challenge: Annotation ambiguities 

● Broad ranking labels (“worse/better”)

● Conflicting strengths and weaknesses

● even if labeled with a clear preference, the optimal 
response remains unknown (the exact time of the clock)
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Challenge: Learning efficiency 

● Broad feedback signal: limited info about actions that 
need correction

● Feedback is sparse

● High data requirement 

● Picking up spurious patterns that don’t align with human 
preference



Key insight of this paper

1) at the data level, it proposes to collect human feedback in the form of fine-grained segment-level 
corrections, providing a clear, dense, and fine-grained human preference 

2) at the method level, it proposes dense direct preference optimization (DDPO) that directly optimizes 
the policy model against dense and fine-grained segment-level preference
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Human preference collection

The goal of human preference data is to distinguish human preferred high-quality responses from inferior 
ones, providing human-aligned learning signals to steer the MLLM behaviors
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Fine grained correctional human preference collection

• Segment level corrections

• Given a flawed output from 
MLLMs, human annotators 
directly correct the hallucinated 
segments

Correcting convo A

Correcting convo B



Dataset
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https://huggingface.co/datasets/openbmb/RLHF-V-Dataset

1.4k prompts, corrections are diverse in hallucination types: objects 
(41.2%), positions (20.3%), numbers (16.5%), attributes (10.0%), 
actions (5.3%) and miscellaneous types (6.8%)

https://huggingface.co/datasets/openbmb/RLHF-V-Dataset


Discussion responses 
1. Scalability

a. “While the paper demonstrates impressive results with just 1.4k annotated samples, how might 
the approach scale to much larger datasets? What are the potential challenges in maintaining 
annotation quality and consistency when collecting segment-level corrections at a larger scale?” 
– Zeeshan

b. “Given that RLHF-V relies on fine-grained human feedback, how scalable is this approach? 
How can automate or semi-automate this process?” – Mir

c. “Although the paper mentions that scaling the preference data leads to improved performance, 
it's unclear what the practical feasibility/scalability of obtaining such dense labels from humans 
is. It seems like obtaining these labels would be significantly harder than traditional ranking 
preference labels or binary preferences.” – Sanjeev

d. “The paper emphasizes fine-grained human feedback for mitigating hallucinations. How might 
the cost and scalability of collecting such data impact the broader adoption of RLHF-V in 
industry settings?” – Jiaxin
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Method: Dense direct preference optimization (DDPO)

● To leverage the dense and fine-grained human 
feedback, this work introduces DDPO, a new 
variant of direct preference optimization (DPO) 
for directly optimizing the MLLM policy against 
dense human preference
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Method: Dense direct preference optimization (DDPO)

● DPO learns from human preference labels utilizing a 
simple binary classification loss

● Compared with RLHF, DPO is exempt from learning 
an explicit reward model

● Simplifies the whole pipeline to two steps (human 
preference data collection and preference learning)

24
Rafailov, Rafael, et al. "Direct preference optimization: Your language model is secretly a 
reward model." Advances in Neural Information Processing Systems 36 (2024).



Discussion

When may RLHF be a better approach compared to DPO? When may DPO be 
more useful than RLHF?
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Key insight of this paper

1) at the data level, it proposes to collect human feedback in the form of fine-grained segment-level 
corrections, providing a clear, dense, and fine-grained human preference 

2) at the method level, it proposes dense direct preference optimization (DDPO) that directly optimizes 
the policy model against dense and fine-grained segment-level preference
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Evaluations: from two perspectives, trustworthiness reflecting the hallucination 
degree, helpfulness reflecting the general interaction quality

Trustworthiness

1. Object HalBench: 
MMHal-Bench

2. MHumanEval
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Evaluations: from two perspectives, trustworthiness reflecting the hallucination 
degree, helpfulness reflecting the general interaction quality

Trustworthiness

1. Object HalBench: 
MMHal-Bench

2. MHumanEval
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Trustworthiness benchmarks Helpfulness benchmarks 

● assesses object 
hallucination in detailed 
image descr., compares the 
objects in the model output 
with object labels 
exhaustively annotated for 
COCO images

● evaluates hallucinations 
and response 
informativeness, uses 
GPT-4 to compare model 
output with human 
response and several 
object labels to decide the 
scores.

● 146 samples collected 
from Object HalBench (50) 
and MMHal-Bench (96), 
given model responses, 
human annotators label 
hallucinated segments and 
hallucination types of the 
segments, including 
objects, positions, 
numbers and others.

● assesses 
multimodal 
conversation, 
detailed description 
and complex 
reasoning 
capabilities,  scores 
model output 
against reference 
response via GPT-4

● popular dataset 
for short-form 
visual question 
answering

General baselines: QwenVL-Chat, LLaVA, 
LLaVA 1.5, Muffin, and InstructBLIP 

Baselines tailored for hallucination 
problems: LRV, LLaVA-RLHF

Commercial baseline: GPT-4V

Baselines



Main Results RLHF-V achieves SOTA performance in trustworthiness and helpfulness among open-source models 

29Resp.: response-level hallucination rate (the percentage of responses that have hallucinations)
Mention: mention-level hallucination rate (the percentage of hallucinated object mentions among all object mentions)



Main Results RLHF-V achieves SOTA performance in trustworthiness and helpfulness among open-source models 

30Resp.: response-level hallucination rate (the percentage of responses that have hallucinations)
Mention: mention-level hallucination rate (the percentage of hallucinated object mentions among all object mentions)

using 1.4k annotated data samples, RLHF-V significantly reduces the hallucination rate of the base MLLM by 34.8%, 
outperforming the concurrent LLaVA-RLHF trained on 10k annotated data



More analysis

(1) How does RLHF-V’s performance scale with feedback data amount? 

(2) What is the advantage of fine-grained correctional preference data over 
traditional overall ranking data?

(3) Can RLHF-V’s data and method be adopted to enhance the trustworthiness of 
other MLLMs? 

(4) How does human feedback alleviate hallucinations intuitively?
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(1) How does RLHF-V’s performance scale with feedback data amount? 

A: Scaling feedback data leads to promising results
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(2) What is the advantage of fine-grained correctional preference data 
over traditional overall ranking data?

A: Fine-grained correctional human feedback 
enables better learning efficiency

The authors replaced their preference data with the 2.2k 
human preference data on hallucination from 
LLaVA-RLHF (gives overall ranking labels following 
common RLHF practices)
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(3) Can RLHF-V’s data and method be adopted to enhance the 
trustworthiness of other MLLMs? 

A: RLHF-V generalizes to enhance other MLLMs

To investigate the generalization capability of their framework, the authors used RLHF-V’s data & 
approach to align the behavior of LLaVA, showing that RLHF-V reduced the hallucination count 
of LLaVA by 13.8 relative points and the hallucination rate by 5.9 relative points
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(4) How does human feedback alleviate hallucinations intuitively?

A: RLHF-V reduces hallucination from correlation and over-generalization.

“For example, a prevalent hallucination case observed across different MLLMs is claiming the presence of 
person as long as they see an image of street. To quantify the problem, we select a set of representative 
scenes {living room, kitchen, bathroom, street}.” 39
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(4) How does human feedback alleviate hallucinations intuitively?

A: RLHF-V reduces hallucination from correlation and over-generalization.

“For example, a prevalent hallucination case observed across different MLLMs is claiming the presence of 
person as long as they see an image of street. To quantify the problem, we select a set of representative 
scenes {living room, kitchen, bathroom, street}.” 42

“How generalizable is this method, in the sense that, this method prevents the model from 
over-generalizing on certain features that may be correlated (e.g., a person in a street), but it 
does not seem to address the underlying problem of model hallucination. Are there other 
techniques to actually force the model to ground its answers in some reality?” – Nandeeka



Ablation studies

Muffin: base model used for implementing RLHF-V
Vanilla DPO: basic DPO without RLHF-V adjustments (additional weight for corrected segments)
IT-VQA: model is fine-tuned only on VQAv2 
Untrust aug: standard augmentation techniques (including random cropping) are applied 43



qualitative examples
Short-form QA: questions that 
can be answered in a few 
words

RLHFV shows a good balance 
between helpfulness, engagement 
and clarity vs. LLaVA-RLHF is 
usually far more engaging, 
introducing lengthy extensions 
however that can be less 
reasonable or relevant.

Long-form QA: questions that 
require long text to answer

InstructBLIP and LLaVA-RLHF can 
confidently describe non-existing 
objects in a large proportion of 
their responses, vs. RLHF-V 
introduces significantly fewer 
hallucinations while delivering a 
comparable amount of effective 
information.
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conclusion
● This research introduced RLHF-V, a framework which aligns MLLM behavior through fine-grained 

correctional human feedback

● Dataset of high-quality human preference data to provide human-aligned learning signals for MLLMs

● Experiments to show the effectiveness of RLHFV, achieving SOTA performance in trustworthiness 
among open-source MLLMs

TLDR: RLHF-V’s segment-level feedback and DDPO enhance MLLM trustworthiness 
and helpfulness
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Discussion responses 
1. Scalability

a. “While the paper demonstrates impressive results with just 1.4k annotated samples, how might the approach scale to much larger 
datasets? What are the potential challenges in maintaining annotation quality and consistency when collecting segment-level 
corrections at a larger scale?” – Zeeshan

b. “Given that RLHF-V relies on fine-grained human feedback, how scalable is this approach? How can automate or semi-automate 
this process?” – Mir

c. “Although the paper mentions that scaling the preference data leads to improved performance, it's unclear what the practical 
feasibility/scalability of obtaining such dense labels from humans is. It seems like obtaining these labels would be significantly 
harder than traditional ranking preference labels or binary preferences.” – Sanjeev

2. Beyond vision
a. “The paper focuses primarily on reducing factual hallucinations related to visual content. How might this approach generalize to 

other types of hallucinations in multimodal systems, including in video generation where there may be temporal inconsistencies as 
well?” – Zeeshan

b. “MLLMs only generate textual data. What could we do to align multimodal models and their multimodal outputs to our 
preferences? The generative vision world is largely struggling with this for forward tasks (generation), but what about inverse 
tasks? Are the objectives already well-defined enough for us to succeed in those tasks? Is there any inverse task without language 
generation that would require more sophisticated optimization/alignment?” – Ryan

3. Tradeoffs

a. “The paper claims RLHF-V improves trustworthiness and reduces hallucinations effectively. However, could there be trade-offs between 
reducing hallucinations and maintaining the richness or creativity of model outputs? How might these trade-offs affect the application of RLHF-V 
in domains requiring both factual accuracy and imaginative reasoning?” – Baifeng
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