Diffusion features for image
editing and beyond

24/10/28
Junyi Zhang



Content

* Cross-attention features for image editing
* Prompt-to-Prompt (Neurips22)

* Residual / Self-attention features for image editing
* PnP-Diffusion (CVPR23)

 Diffusion features for perception tasks



Features of stable diffusion models

e U-Net -> Down/Mid/Up Block -> Res/ViT layer -> Self/Cross-attention

odules




Prompt-to-Prompt Image Editing with
Cross Attention Control



Task overview

“The boulevards are(crowded today.” “Photo of a cat riding on a biCycle.”

* Generate an image with the prompt
e -> edit the generated image by updating the prompt



Motivation

 Editing the generated image by “using the same random seed”
e -> structure completely changed
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“pepperoni cake.” “rice cake.” “pasta cake.” “brick cake.”




Motivation

* The cross-attn maps of a text-conditioned diffusion model connects
the given prompt and generated image spatially

ResNet Block
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Method

* The cross-attention output is a weighted average of values V and the
weights are the attention-maps M: @(z,) = MV

* One can manipulate the attention map to edit the generated image

Algorithm 1: Prompt-to-Prompt image editing

Input: A source prompt P, a target prompt P*, and a random seed s.
QOutput: A source image x,. and an edited image x4s¢.
zp ~ N(0, I) a unit Gaussian random variable with random seed s;
Zp 4 275
fort=T7,T—1,...,1do

Zt—1 Mt — DM(Zta Pa ta 3);

M} « DM (z;,P*,t,s);

Mt — Ed%t(Mt, Mi:* . t),

zf_, < DM (z},P*,t,s){M « M,};
end
Return (zo, z3)
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Method

* By choosing different ways of editing the attention maps, one can
achieve various editing effects

* Word Swap

M ift<r
M, otherwise.

Edit(M,, M} t) := {

“Photo of a cat riding on a biCycle.”




Method

* By choosing different ways of editing the attention maps, one can
achieve various editing effects

 Adding a New Phrase

(Edit (My, M},1)), . =

2y

(M})i if A(j) = None
(My); agh) otherwise.

a castle next to a river.”



Method

* By choosing different ways of editing the attention maps, one can
achieve various editing effects

* Emphasizing / weakening certain words

Mﬁ_’“&
m,,,, am.,.._ . m

- ) = ) * - ' o ) e picnic is read undera lossom(Y) tree.
(Edit (M, M;, t))’l:,J — {( (J\/It) ifj=y “The pi ” b Nf)t,

M) otherwise. = -

“My fluffy(4) bunny doll.




Editing on real images

* Only need to first invert the input image to latent space (z7)

“A bla

e i

real image reconstructed “...next to red flowers.” “...when snow comes  “while another black bear “QOil painting of...”
down.” is watching.”

“Landscape image of trees in a valley...”

fem?W

real image reconstructed “...at sunrise.” “...at night.”




Limitation

* Prompt-to-Prompt

—)
Cross-attention manipulation
* Limited in structure preservation “a cat riding a
* Limited to aligned source-target bicycle”
prompts
guida nce image P2P
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* Pnp-diffusion |
e fine-grained control over shape and layout A '
e arbitrary source-target prompts

“green real “yellow rubber
ducks on the ducks on the
street” street”

Prompt-to-Prompt Image Editing with Cross-Attention Control, ICLR 2023



Plug-and-Play Diffusion Features for
Text-Driven Image-to-Image Translation



1. How semantic layout is internally encoded in
diffusion models?

2. How can we control structure in the
generation process?
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Top 3 PCA Componenets of ResBlock Features (Decoder Layer 4)

Humanoid images Animal images Instrument images




Top 3 PCA Componenets of ResBlock Features

Decoder layer 1 | Decoder layer 4 |Decoder layer 7 Decoder layer 11
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Controlling Structure in the Generation
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“A photo of asilver

robot in the snow"

Input edit text




Feature Injection Result

“a photo of a silver
robot in the snow”




Problem with Feature Injection

Input Image

IG
Feature

injection

B structure control

“A photo of asilver
robot in the snow"

Input edit text




Decoder Block Architecture
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Input
feature map

ResNet Block
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Self-Attention for Structure Control

self-attention <> self-similarity

Self-similarity as a structure descriptor:

STROTSS Splice-ViT

Matching Local Self-Similarities Across Images and Videos, CVPR 2007
Style Transfer by Relaxed Optimal Transport and Self-Similarity, CVPR 2019
Splicing ViT Features for Semantic Appearance Transfer, CVPR 2022



Self-Attention for Structure Control

Self-attention PCA visualization:

Input image layer = 4 layer = 8 layer =11

e Self-attention aligns with the structure of the image
* Early layers align with the semantic layout
* Later layers capture higher frequencies



Plug-and-Play Diffusion Features

Input Image

16 :
Self-attention

injection

Feature
injection

“A photo of asilver
robot in the snow"

Input edit text




Feature and Self-Attention Injection Results

“a photo of a silver Feature injection Feature injection

robot in the snow” in layer 4 in layer 4
+

Self-attention injection
in layers 4-11



Results




Results

"a phigtredligtisr iaeem of
bearatibsidnatbensiydw"




Results




Ablations

“A photo of asilver
robot in the snow"

Feature
injection

Layer 4

Features+ .

Attention
injection

Attention
injection
Only




Numeric evaluation

Wild TI2I: Real Wild TI2l: Generated
v .

e Evaluation benchmarks
* Wild-TI2l — 148 text-image pairs

53% real images gathered from the web.

ImageNetR

* ImageNetR-TI21 — 150 text-image pairs.
Various renditions of ImageNet object classes.
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The many faces of robustness: A critical analysis of out-of-
distribution generalization, ICCV 2021



Numeric evaluation

e Evaluation metrics
e Structure preservation
e DINO keys SSIM distance (lower is better)
* Translation prompt fidelity
e CLIP score (higher is better)

DINO self-similarity distance

“a photo of pink toy
oo horse on the beach” ==

" A
CLIP similarity

Splicing ViT Features for Semantic Appearance Transfer, CVPR 2022



Numeric evaluation

(b) ImageNet-R-TI21

e Ours
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What else can we do based on the diffusion features?



Diffusion features for other perception tasks

* Depth estimation, semantic segmentation, panoptic segmentation

Denoising
Process

Denoising UNet
3.%'5 Text-to-Image Diffusion UNet

binary mask
loss

L a cat|is sitting on a|table | , -
Cross-Attention E 4 : Mask Generator :%; Frozen during training
Maps ! '
p k.w : - — cross attention
e J'Y A skip connection
: 3 " i i

enoising Diffusion Process ext-to-Image Generation

— = - A . A _ supervised by
text pr‘ompts Implicit Captioner T T T T T T T T 3 category label

Image avzca . supervised by
Uil Perseption Taks Ercoder Y > MLP ——» Implicit Text Embedding N mask embeddings {7_}N ) image caption
“1Ji=

Semantic Segmentation

Denoising UNet Depth Estimation

Feature Maps category cross entropy ['C

labels ! ~, 3loN ’ T(Ctnm /T vmrd loss
— §>I<§ Text Encoder T | |:| B OO ®—> or
Cross-Attention Maps Decoder :

\
(- —
image | two are watching = Kirain / Kyord text embeddings | _,| grounding | -
caption | and in the tv... loss G

(b) VPD: Visual Perception with Pre-trained Diffusion Models

Unleashing Text-to-Image Diffusion Models for Visual Perception, ICCV23
Open-Vocabulary Panoptic Segmentation with Text-to-Image Diffusion Models, CVPR23



Diffusion features for other perception tasks

 Feature correspondence

Method Aero Bike Bird Boat Bottle Bus Car Cat Chair Cow Dog Horse Motor Person Plant Sheep Train TV All

SCOT [34] 34.9 20.7 63.8 21.1
CATs* [9] 52.0 34.772.2 343
PMNC™ [30] 54.1 359 74.9 36.5
SCorrSAN* [24] 57.1 40.3 78.3 38.1
CATs++* [10] 60.6 46.9 82.5 41.6
DINOv2-ViT-B/141 80.4 60.2 88.1 59.5
Stable Diffusion (Ours) 75.6 60.3 87.3 41.5
Fuse-ViT-B/141 (Ours) 81.2 66.9 91.6 61.4
GANgealing - 315 - -
VGG+MLS [1] 295 227619 26.5
3 : } DINO+MLS [1, 5] 49.7 20.9 63.9 19.1
Clustering & ' ] ; NeuCongeal [39] - 291 - -
ASIC [18] 57.9 25.2 68.1 24.7
& Match : DINOv1- $ 572241674245
DINOv2- . 72.7 62.0 85.2 41.3

t ‘ u | . £ e | Stable Diffusion (Ours) 63.1 55.6 80.2 33.8
! = t Fuse-ViT-B/14 (Ours) 73.0 64.1 86.4 40.7

Input image Layer 2 Layer 5 Layer 8 Layer 11 Layer 2+5+8

Visualization

A Tale of Two Features: Stable Diffusion Complements DINO for Zero-Shot Semantic Correspondence, NeurlPS23
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More recent analysis on diffusion features

. esolution Level) There are
Previous Knowledge of o : )

Overall U-Net Granularity “ o . ljw

+” (c, Sub-Module Level) Without positional embeddings,
there is still

(a, Macro Level)
but

i ] ‘ . A " , . ?-’i. .
Down-Stage | Mid-Stage | Up-Stage

Not All Diffusion Model Activations Have Been Evaluated as Discriminative Features, NeurlPS24



Questions

* While the paper demonstrates the effectiveness of manipulating
cross-attention maps to control image generation. How might direct
manipulation of other components enable different types of semantic
control? Are there other places to edit apart from the low resolution
cross attention maps?

* While prompt-2-prompt is a good paper, | don't believe modifying X-
attention layers can solve any editing problems, such as removing a
specific object rather than having global editing. | was wondering if
this believe is still valid in late 2024 or something changed in the past
6 months?
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