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Content Warning
The topics discussed here today are 

controversial, political, and 
uncomfortable. They are presented as 

subjectively as possible.

This is a seminar — debate matters more than finishing 
the slides. Engage freely under Chatham House Rules.
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AI has a lot of potential
for good and for bad 
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(I posit that the same models can be used for both)
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(k) The term “dual-use foundation model” means an AI model 
that is trained on broad data; generally uses self-supervision; 
contains at least tens of billions of parameters; is applicable 
across a wide range of contexts; and that exhibits, or could be 
easily modified to exhibit, high levels of performance at tasks 
that pose a serious risk to security, national economic security, 
national public health or safety, or any combination of those 
matters, such as by:
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          (i)    substantially lowering the barrier of entry for non-
experts to design, synthesize, acquire, or use chemical, biological, 
radiological, or nuclear (CBRN) weapons; 
          (ii)   enabling powerful offensive cyber operations through 
automated vulnerability discovery and exploitation against a 
wide range of potential targets of cyber attacks; or 
          (iii)  permitting the evasion of human control or oversight 
through means of deception or obfuscation. 


























