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Vision Language Model

Vision
Language 

Model

Is one cat behind another?

Segment: striped cat

What is the breed of these cats?

Stripped cats are called tabby 
cats. What’s the breed of the cats 

in the image?

Yes, one cat is behind the other in the image. The 
cat in the back us facing the camera, while the 
cat in front it is facing away from the camera.

The cats in the image appear to be domestric 
shorthair

The cats in the image are tabby cats. Tabby cats are a 
common domestic cat bread and are characterized by their 

distinctive coat pattern, stripes on the body and a ringed tail.

Object Localization

Segmentation

Visual QA

Learning w/ Instructions



What Will Be Covered Today?

1. Families of VLMs

2. VLM Training

3. VLM Evaluation



The Families of VLMs

Contrastive-Based Masking Objective

Generative-BasedVLMs from Pretrained Backbones



The Families of VLMs: 1) Contrastive-Based

Image 
Encoder

Text 
Encoder

A photo of a cat

A photo of a dog

A photo of a turtle

SigLIP [ICCV 2023]: Sigmoid Loss  CLIP [ICML 2021]: InfoNCE Loss  

both CLIP and SigLIP compute 
the similarity between every 
pair (positives/negatives) within 
a mini-batch. 



The Families of VLMs: 2) Masking Objective - MaskVLM [1]

Image 
Encoder

Text 
EncoderA photo of a []

Text
Decoder

Fill the masked caption given an unmasked image

A photo of a cat

[1] Kwon, Gukyeong, et al. "Masked Vision and Language Modeling for Multi-modal Representation Learning." ICLR 2023 
[2] Singh, Amanpreet, et al. "Flava: A foundational language and vision alignment model." CVPR 2022



Image 
Encoder

Text 
EncoderA photo of a cat

Image
Decoder

Fill the masked image given an unmasked text caption

[1] Kwon, Gukyeong, et al. "Masked Vision and Language Modeling for Multi-modal Representation Learning." ICLR 2023 
[2] Singh, Amanpreet, et al. "Flava: A foundational language and vision alignment model." CVPR 2022

The Families of VLMs: 2) Masking Objective - MaskVLM [1]



[1] Kwon, Gukyeong, et al. "Masked Vision and Language Modeling for Multi-modal Representation Learning." ICLR 2023 
[2] Singh, Amanpreet, et al. "Flava: A foundational language and vision alignment model." CVPR 2022
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The Families of VLMs: 2) Masking Objective - FLAVA [2]
However, there are many unpaired samples! To address it, FLAVA learns strong 
representations from: 

1. Image-text pairs 
2. Unpaired images and texts

[1] Kwon, Gukyeong, et al. "Masked Vision and Language Modeling for Multi-modal Representation Learning." ICLR 2023 
[2] Singh, Amanpreet, et al. "Flava: A foundational language and vision alignment model." CVPR 2022



Image encoder (ViT): tokenize image w/ discrete VAE and train w/ with patch masking

[1] Kwon, Gukyeong, et al. "Masked Vision and Language Modeling for Multi-modal Representation Learning." ICLR 2023 
[2] Singh, Amanpreet, et al. "Flava: A foundational language and vision alignment model." CVPR 2022

The Families of VLMs: 2) Masking Objective - FLAVA [2]



Text encoder (ViT): tokenize w/ BERT tokenizer and train w/ text token masking

[1] Kwon, Gukyeong, et al. "Masked Vision and Language Modeling for Multi-modal Representation Learning." ICLR 2023 
[2] Singh, Amanpreet, et al. "Flava: A foundational language and vision alignment model." CVPR 2022

The Families of VLMs: 2) Masking Objective - FLAVA [2]



Multimodal encoder: multimodal losses (contrastive, masked multimodal loss, image-text 
matching) 

[1] Kwon, Gukyeong, et al. "Masked Vision and Language Modeling for Multi-modal Representation Learning." ICLR 2023 
[2] Singh, Amanpreet, et al. "Flava: A foundational language and vision alignment model." CVPR 2022

The Families of VLMs: 2) Masking Objective - FLAVA [2]



Image 
Encoder LLMMapping

Network

Learn a mapping between an image encoder and the open-sourced LLM

The Families of VLMs: 3) Pretrained Backbones

A photo of 
a cat



Frozen is a first example of leveraging a pretrained LLM to training VLMs.

The Families of VLMs: 3) Pretrained Backbones - Frozen

Tsimpoukelli, Maria, et al. "Multimodal few-shot learning with frozen language models." NeurIPS 2021.

 
Self-Attention layers: Transformer 
Text Eembedder: SentencePiece tokenizer 
Vision encoder: NF-ResNet-50 (after pooling) 

Frozen (#citation=645) was proposed 2~3 
years earlier than LLaVA (#citation=2735)!  



Frozencan supports (a) visual question answering, (b) outside-knowledge question answering 
and (c) few-shot image classification via in-context learning.

The Families of VLMs: 3) Pretrained Backbones - Frozen

Tsimpoukelli, Maria, et al. "Multimodal few-shot learning with frozen language models." NeurIPS 2021.



The Families of VLMs: 3) Pretrained Backbones - LLaVA / MiniGPT-4

[1] Liu, Haotian, et al. "Visual instruction tuning." NeurIPS 2024. 
[2] Zhu, Deyao, et al. "MiniGPT-4: Enhancing Vision-Language Understanding with Advanced Large Language Models." ICLR 2023

LLaVA [1] MiniGPT-4 [2]

MiniGPT-4/LLaVA require only training the project layer: the visual encoder and LLM are 
already pretrained and used as off-the-shelf from prior work, such as CLIP and Vicuna



The Families of VLMs: 3) Pretrained Backbones - BLIP-2 
Bootstrapping language-image pre-training with frozen image encoders and LLMs. 
Uses CLIP visual encoder and uses OPT and FlanT5 language models

Li, Junnan, et al. "Blip-2: Bootstrapping language-image pre-training with frozen image encoders and large language models." ICML 2023.



The Families of VLMs: 3) Pretrained Backbones - BLIP-2 
Jointly optimize three objectives which enforce the queries (a set of learnable embeddings) to 
extract visual representation most relevant to the text.

Li, Junnan, et al. "Blip-2: Bootstrapping language-image pre-training with frozen image encoders and large language models." ICML 2023.



Li, Junnan, et al. "Blip-2: Bootstrapping language-image pre-training with frozen image encoders and large language models." ICML 2023.

The Families of VLMs: 3) Pretrained Backbones - BLIP-2 
Image-text matching: pick-up similar texts sing similarity matrix and do binary clasification 
Image-grounded text generation: given embedding Q, generate the corresponding text 
Image-text contrastive loss: compare similarity between text and image embeddings

Depending on the pre-trained 
tasks, they apply different masks 
to control query-text interaction



The Families of VLMs: 3) Pretrained Backbones - BLIP-2 

Li, Junnan, et al. "Blip-2: Bootstrapping language-image pre-training with frozen image encoders and large language models." ICML 2023.



Image-to-Text
Generator

Text-to-Image
Generator

VLMs are trained in such a way they can generate entire images or very long captions

The Families of VLMs: 4) Generative-based

A photo of 
a cat

A photo of 
a cat

Shared or Independent



Pretrain an image-text encoder-decoder model with contrastive and captioning loss.

The Families of VLMs: 4) Generative-based - CoCa

Yu, Jiahui, et al. "CoCa: Contrastive Captioners are Image-Text Foundation Models." TMLR 2022



The pretrained CoCa can be used for visual recognition, vision-language alignment, image captioning 
and multimodal understanding with zero-shot transfer, frozen-feature evaluation or end-to-end finetuning.

The Families of VLMs: 4) Generative-based - CoCa

Yu, Jiahui, et al. "CoCa: Contrastive Captioners are Image-Text Foundation Models." TMLR 2022
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The Families of VLMs: 4) Generative-based - CoCa

Yu, Jiahui, et al. "CoCa: Contrastive Captioners are Image-Text Foundation Models." TMLR 2022

The pretrained CoCa can be used for visual recognition, vision-language alignment, image captioning 
and multimodal understanding with zero-shot transfer, frozen-feature evaluation or end-to-end finetuning.



Early-fusion token-based mixed-modal models capable of understanding and generating 
images and text in any arbitrary sequence

The Families of VLMs: 4) Generative-based - Chameleon

Chameleon Team. "Chameleon: Mixed-modal early-fusion foundation models." arXiv preprint arXiv:2405.09818 (2024).



The Families of VLMs: 4) Generative-based - Chameleon

Prompt: Text + Image 
Output: Text + Image

Undertanding 

Image Generation 

Reasoning



vs. Chameleon: uses continues image vectors and trains on the diffusion objective. 
The image generation results can be significantly improved.

The Families of VLMs: 4) Generative-based - Transfusion

Zhou, Chunting, et al. "Transfusion: Predict the Next Token and Diffuse Images with One Multi-Modal Model." arXiv preprint arXiv:2408.11039 (2024).



The Families of VLMs: 4) Generative-based - Transfusion



The Families of VLMs

Contrastive-Based Masking Objective

Generative-BasedVLMs from Pretrained Backbones



When to Use Contrastive Models?

Contrastive-Based Masking Objective

Generative-BasedVLMs from Pretrained Backbones

Pros: 
1. associate text with visual concepts while keeping a 

simple training paradigm 
2. a good base for building more complex model 
3. retrieve the images (captions) via prompting the 

CLIP text (image) encoder with words (images) 

Cons: 
1. Is not a generative model, thus it is not possible to 

generate a caption 
2. current CLIP models cannot be used to provide 

high-level descriptions of a given image 
3. usually needs a very large dataset as well as large 

batch sizes to offer decent performances



When to Use Masking-based Models?

Contrastive-Based Masking Objective

Generative-BasedVLMs from Pretrained Backbones

Pros: 
1. by learning to reconstruct data from both masked 

images and text, it jointly models their distributions 
2. Removing negative examples can enable the use of 

smaller mini-batches without the need to finetune 
additional hyper-parameters 

Cons: 
1. need to leverage a decoder to map back the 

representation to the input space 
2. an additional decoder might add an additional 

bottleneck which might make these methods less 
efficient than a purely contrastive one.



When to Use Pretrained Backbones?

Contrastive-Based Masking Objective

Generative-BasedVLMs from Pretrained Backbones

Pros: 
1. Can work with limited resource 
2. Simple pipeline and framework

Cons: 
1. VLMs will be impacted by the potential hallucination of 

the LLM. 
2. VLMs could also be impacted by any bias coming from 

the pretrained models. 
3. there might be an additional overhead in trying to 

correct the defect of the vision model or of the LLM.



When to Use Generative Objectives?

Contrastive-Based Masking Objective

Generative-BasedVLMs from Pretrained Backbones

Pros: 
1. it might be easier to understand and assess what 

the model has learned when it is able to decode 
abstract representations in the input data space 

2. can learn an implicit joint distribution between 
text and images, which might be more suited for 
learning good representations than leveraging 
pretrained unimodal encoders.

Cons: 
1. they are more computationally expensive to 

train than their contrastive learning counterpart. 
2. Not easy to train, especially when having two 

generative tasks (T2I and I2T)



Is the ability to generate images from words a crucial step 
towards developing an effective world model? 

Is such a reconstruction step truly necessary?



Important Considerations When Training VLMs.



Important Considerations When Training VLMs.

ImageInWords: Unlocking Hyper-Detailed Image Descriptions. ArXiv 2024



Important Considerations When Training VLMs.



Important Considerations When Training VLMs.



Liu, Haotian, et al. "Visual instruction tuning." NeurIPS 2023

VLM Training: Alignment / Instruction Tuning - LLaVA



VLM Training: Alignment / Instruction Tuning - LLaVA



VLM Training: Alignment / Instruction Tuning - LLaVA



Scaling Language Models 
(0.5B - 110B)

Practical Tricks to Improve VLMs: 1) Architecture

Scaling Vision Encoders 
(0.3B - 10B)

Liu, Haotian, et al. "LLaVA-NeXT: Improved reasoning, OCR, and world knowledge" 2024

Model size scaling is effective Model size scaling is less effective than 
training data and visual representations 



Scaling Up Both Image Resolution and #Tokens 
(# Tokens: 729 - (9+1)*729)

Practical Tricks to Improve VLMs: 2) Visual Representation

Liu, Haotian, et al. "LLaVA-NeXT: Improved reasoning, OCR, and world knowledge" 2024



Scaling Up Both Image Resolution and #Tokens 
(# Tokens: 729 - (9+1)*729)

Practical Tricks to Improve VLMs: 3) Training Strategy

Liu, Haotian, et al. "LLaVA-NeXT: Improved reasoning, OCR, and world knowledge" 2024

The Best Training Strategy:  
fully model, high-quality recap data



VLM Training: Alignment / Instruction Tuning - LLaVA
90% performance on benchmarks!

18 hours w/ 128 H100



VLM Evaluation
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VLM Evaluation - MMMU Benchmark



VLM Evaluation - MMMU Benchmark



VLM Evaluation - MMMU Benchmark



VLM Evaluation - MMMU Benchmark



VLM Evaluation - MMMU Benchmark

There is still a clear gap 
between VLMs and 
human experts!



The Families of VLMs

Contrastive-Based Masking Objective

Generative-BasedVLMs from Pretrained Backbones



Important Considerations When Training VLMs.



VLM Evaluation



Thank You!!!


