
Multimodal In-Context Learning
Anish Kachinthaya





Multimodal ICL

● Similar to ICL, pass in sets of image, text (instruction/question), and response

How does each modality influence M-ICL?

● For either the image or the text (instruction/question), either randomly replace 
or completely remove

Which kind of shortcuts influence M-ICL?

● Evaluate performance based on similarity of query <> outcomes. Is the model 
just copying what it sees in the demonstrations?

● Compare random sampling to retrieval based context selection (RICES)



Altering Images in M-ICL

● Image-to-text tasks 
(captioning + classification) 
are heavily affected 
compared to VQA (less 
reliant on image)

● Performance is close to 
zero-shot/worse

captioning
classification

Rest are VQA



Altering Images—”Generic” text mode

When images and text in the 
context demonstrations do 
not align, the model tends to 
output the most frequent 
words in the demonstrations.



Altering Text in VQA



Text takes “precedence” in determining 
performance.

VQA: larger drop when altering text than when 
altering images.

Classification: “without image” (only text) performs 
as poorly as zero-shot (but better than random 
image)

Captioning: only text captures the “style” of the 
captions or the distribution of words, improving over 
zero-shot by 31% (image provides additional 20%).

Both text and image modalities are important, but 
adding text provides a bigger boost.

Text drives M-ICL



Retrieving Similar Demonstrations



Retrieving Similar Demonstrations

Random images do not 
degrade performance as 
much as random 
responses



Shortcuts

Retrieving similar demonstrations for context achieves higher performance: but 
this is because the model is actually learning from the demonstrations or just 
“copying” them (using them as a shortcut)?

So, they compare RICES KNN (majority vote on similar examples) with RICES 
M-ICL. 



“Shortcut” Eval

KNN achieves similar performance to M-ICL with 
similarity retrieval—suggests that M-ICL is using 
the distribution of the context responses rather 
than actually learning.

In open-ended generation, though, KNN is 
insufficient.

Oracle LMM is RICES based on ground truth 
response—the ideal case if retrieval was 
perfect, shows

● m-ICL can do intelligent soft copy when 
provided close responses

● just RICES similarity does not select good 
enough demonstrations to be ideal



Higher Response Similarity <> Performance



Copying Later Demonstrations





Interpreting Visual Information 
Processing in VLMs





Logit Lens

Unembed intermediate hidden states to retrieve probability distribution over the 
vocabulary at an intermediate layer



Do visual tokens contain specific object information?

Results: object token ablation consistently results in larger performance decreases across all settings as 
compared to the gradient-based and random baselines. This suggests that the information about that 
object is localised to the region of the object token.



At which layers is object information processed?

Blocking attention from the object tokens (and their buffers) to the final token in 
mid-late layers leads to noticeable performance degradation. 

The model directly extracts object-specific information in these later stages.



Localization



More Localization



Localization Performance



Hallucination Detection



Linearly Editing Visual Tokens (Hallucination Removal)



Qualitative Examples



Task Vectors are Cross-Modal





Task Representations



Cross-Modal Tasks



Evolution of Layer Outputs



Logit Lens on Task Representation

Decodes task summaries!



Cross-Modal Transfer



Approaches Compared

Using an image query:

Image ICL Base: Provide image examples in context.

Image ICL Patch: Provide the image task vector (derived from images in context).

Text ICL xBase: Provide text examples in context.

Text ICL xPatch: Provide text task vector (derived from text in context).

 



Cross-Modal Transfer Results

For image queries, patching cross-modal task vectors (Text ICL xPatch) outperforms text ICL in the 
same context window (Text ICL xBase) and the strong unimodal image ICL baseline (Image ICL 
Base, Patch).



Qualitative Examples

Authors hypothesize that image ICL 
requires an additional visual 
recognition step to understand the 
task compared with text ICL, which 
may lead to noisier task 
representations.

We know from M-ICL paper that text is 
more important than images for 
multimodal ICL.

Could this contribute to why Text 
xPatch outperforms Image ICL?



Inter-Model Transfer (LLM to VLM)

Patching text task 
vectors from the 
LLM: even more 
improvement!



Instruction Vectors



Instruction + Example Vectors (Averaged)



Task Conflict

This mirrors a practical
challenge where the 
user may prompt for a 
task that conflicts with 
the global system 
instruction

Global vector patching 
is able to override local 
prompting in many 
cases, fails sometimes 
when task vector is 
more complicated than 
local prompt.



Patching Text Queries with Image Task Vectors

Mixing modalities in context does 
not perform well, but patching 
with Image task vector does.

However, image ICL generally 
doesn't outperform the strong text 
ICL.



Image Task Vectors < Text Task vectors in 
most cases. 

Why? “Image ICL also has to complete an 
implicit recognition task mapping the image 
to the underlying textual concept. For 
example, if the model cannot match the flag 
to the correct country name, it will not be 
able to predict the correct currency.”

“However, if recognition is instead required 
in text space, image ICL may better encode 
the task.” Because describing “Patrick Star” 
is a very visual process.

Image Task Vectors vs. Text Task Vectors



Aside: Platonic Representation Hypothesis



(Patrick) Interpreting VLMs: The paper only focuses on LLaVA-based models, 
which directly concatenates visual and text tokens for LLM. However, there are 
several models like Flamingo that use cross-attention in the downstream model. 
I'm personally not convinced by the result as LLaVA is only a branch of methods.

(Zeeshan) This paper mostly focuses on object identification tasks. How might the 
results change for more complex visual reasoning tasks that require 
understanding relationships between multiple objects or abstract concepts in 
images?

Discussion


