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Scaling Multi-modal LLMs to 
1000 Images Efficiently via Hybrid Architecture
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Toward multi-image MLMs



Challenges



Challenges
Excessive Input Length
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• number of tokens grows linearly 
with number of images 

• computational/memory 
complexity,  particularly for attn 
computation grows quadratically



Challenges

Computational cost for inference increases (e.g. storing KV-Cache) grows 



Architecture
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Data Protocols

Regular Single and Multiple Images: use <img> </img> tokens 
Video: use <vid> </vid> to enclose image tokens, <t> to separate tokens 
High Resolution Image: for multiple patches, use <\n> to indicate same image patching 



Data Protocols



Benchmarks



Diagnostic Evaluation



Ablations



In Context Learning



Scaling with more images



Needle in Haystack Evals

This multi-stage training to increase context length is also seen in LWM, though the authors’ reasoning for it here is a bit different. What is their justification in using this progressive training, and how does it differ from the LWM reasoning?



Discussion
>> This multi-stge trining to increse context length is lso seen in LWM, though the 
uthors’ resoning for it here is  bit different. Wht is their justifiction in using this 
progressive trining, nd how does it differ from the LWM resoning? 
 
>>  How should one figure out which rchitecture to go with? We've seen Mmb nd 
the KAN rchitecture s well but Im curious how people decide wht to go with ( is it 
just wht everyone is tlking bout t the time?) Also we just sw  couple weeks go 
tht SigLIP is better. Why use clip for the encoder then?? 

Also, mny of these ppers show multi stge trining pipelines. In the future, could one 
envision dumping ll the dt into  single folder nd then hving nother mechnism 
tht suggests/picks which smples to trin on nd when? 


