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Trevor’s adage: LLMs know a lot about the visual world

https://en.wikipedia.org/wiki/Horse

horse

legs

eyes

LLM Representation Space



GPT-4 knows the layout of the Hong Kong metro system 

Roberts et. al. GPT4GEO: How a Language Model Sees the World’s Geography. arXiv 2023.



GPT-4 knows physical dynamics

Lian et. al. LLM-Grounded Video Diffusion Models. ICLR 2024.



Basic Vision + LLM Recipe

LLM

Beyer et. al. PaliGemma: A versatile 3B VLM for transfer. arXiv 2024.



LLaVA



GPT-4 for creating multimodal instruction tuning data

MSCOCO Image / Caption / BBox



The LLaVA Recipe

Model Learn projection on top of visual features + 
fine-tune LLM (CLIP ViT-L/14 + Vicuna 1.5)

Data

Stage 1 (Pre-training) 595K image-text pairs (Conceptual Captions, 
LAION)

Stage 2 (Alignment) 158K synthetic examples

LLaVA v1.5 expands to 665K examples by 
adding academic VQA data

Compute 8xA100s, pre-training takes ~3.5 hrs, alignment 
takes ~10 hrs



LLaVA v1.5



LLaVA 1.5 Improvements 

Model Linear projection -> MLP

Increase resolution 224 -> 336 with 
CLIP-ViT-L-336px

Data Train on academic VQA datasets + ShareGPT

Indicate expected output format (“Answer the 
question using a single word or phrase.”) + 
fine-tune LLM









Scaling to higher resolutions (LLaVA v1.5 HD)

Also see Shi et. al. When Do We Not Need Larger Vision Models? arXiv 2024.

Qualitative finding: higher resolution = less hallucination 
(model doesn’t have to learn to hallucinate for unanswerable cases)



Performance Comparison

● Finding: LLaVA > Qwen-VL-Chat > 
InstructBLIP > BLIP-2



Data efficiency

● Finding: only 50% of samples is 
necessary to maintain 98% of 
the full dataset performance



Qualitative Examples



Qualitative Examples



Qualitative Examples



Prismatic



Ablation 1: Multi-Stage Training

● Finding: you can skip 
Stage 1 and do Stage 2 
only

● Grace’s Critique: the 
domain of their eval set 
highly overlaps with the 
domain of Stage 2 
training data - Stage 1 
might be necessary for 
generalization / 
“in-the-wild” examples



Ablation 2: Fine-tuning Visual Backbone

● Finding: fine-tuning visual 
backbone degrades 
performance, especially on 
tasks requiring fine-grained 
spatial reasoning such as 
RefCOCO and OCID-Ref



Ablation 3: Different Visual Encoders

● Finding: contrastive visual 
encoders are better (SigLIP > 
CLIP >> DINOv2 >> ViT 
Classifier)



Ablation 4: Image Processing

● Finding: cropping out visual 
content is bad (naive resize > 
letterbox padding  > resize & 
crop)



Ablation 5: Image Resolution

● Finding: higher resolution is 
better (336px > 224px)



Ablation 6: Encoder Ensembles

● Finding: DINOv2 
captures low-level 
spatial properties 
that complement 
CLIP / SigLIP 
semantic 
properties

Also see Tong et. al. Eyes Wide Shut? Exploring the Visual Shortcomings of Multimodal LLMs. arXiv 2024.



Ablation 7: Base vs Instruction Tuned LLM

● Finding: quantitatively 
no performance 
difference

● Finding: qualitatively 
instruction tuned is 
more verbose, more 
hallucinatory, less 
specific



Ablation 8: Different LLM

● Finding: not much 
performance difference 
between Mistral v1 vs 
Llama-2



Ablation 9: Language-Only Safety Training

● Finding: the 
language-only ShareGPT 
data contains safety 
examples of toxic inputs + 
refusals, and it is 
important for VLM safety / 
negligible impact on 
benchmark performance



Ablation 10: Training Time

● Finding: training for 1 
epoch leads to 
underfitting, training for 2 
epochs is just right



Ablation 11: Training Data

● Finding: Adding both the 
LVIS-Instruct-4V and the 
LRV-Instruct datasets 
helps



Cambrian



Who’s answering the question: LLM or mLLM?

language centric (doesn’t depend 
on visual input and more on LLM; 
5% gap LLM vs mLLM)

language bias (40% gap 
random guessing vs LLM)



Benchmark Clustering Based on Model Performance

Chart

Knowledge

General

Vision-Centric



Using a contrastive vision encoder seems to be important!



Two-Stage Training Helps!

❄ More Stage 1 Data

🔥 Unfreezing visual encoder

Benchmark Performance (General)



Questions / Comments

● Auxiliary Objectives 
○ “...token prediction doesn't directly encourage extracting useful 

perceptive features from the image. What could a new training regime [...] 
look like?”

● Image Encoder 
○ “How can we build vision encoders that are specifically made to extract 

features for tasks…” 
○ “[Is] the current [bottleneck] of VLMs [...] due to the image-encoder?”

● LLM 
○ “What makes instruct-tuned LMs more verbose and more prone to 

hallucinations?” 
○ “How is the performance [of the mLLM] [...] for language-only 

benchmarks?”




