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RL with Human Feedback

Start with a dataset of preferences: (𝑥, 𝑦𝑤 , 𝑦𝑙)

Probability that 𝑦𝑤 is preferred over 𝑦𝑙 can be captured with a 
specific function class (e.g., Bradley-Terry model):

Train a reward model:



RL with Human Feedback

Train a reward model:

Train a language model through reward maximization and add a KL 
divergence w.r.t. to the base model:



RL with Human Feedback (DPO)

Design a closed-form loss that maximizes the margin between the 
preferred and dispreferred generations.

Direct Preference Optimization:



Prospect Theory

Prospect theory explains why, when faced with an uncertain event, 
humans make decisions that do not maximize their expected value.

Gamble: $100 with 80% and $0 with 20%.
A person might prefer $60 for 100% even though the expected 
return if they gambled was $80 as they might be loss-averse. 



Prospect Theory (Tversky and Kahneman, 1992)

A value function maps an outcome 𝑧, relative to reference point 𝑧0, 
to its perceived (subjective) value.

𝛼 controls the curvature of the function (risk aversion)
𝜆 controls the steepness of the function (loss aversion)

Tversky and Kahneman proposed the following functional form for 
human value:



HALOs

HALO: human-aware losses

Implied reward:
Reference point distribution:

expected reward from 
human’s perspective

Human value of (𝑥, 𝑦):



HALOs

A function 𝑓 is a HALO for 𝑣 if ∃ 𝑎𝑥,𝑦 ∈ {−1, +1} such that:

where 𝐷 is the feedback data and 𝐶𝐷 ∈ ℝ is a data-specific 
constant.



HALOs Interpretation

under 𝜃∗, the HALO-defined reward is the 
optimal reward shifted by an input-specific term 
=> 𝑟𝜃∗  is in the same equivalence class as 𝑟∗

=> would induce optimal policy 𝜋∗



HALO vs non-HALO

Conditional SFT: non-HALO
Sequence Likelihood 
Calibration(SLiC): non-HALO
DPO: HALO
PPO (offline): HALO



HALO vs non-HALO
LLM-as-a-judge (GPT-4) to compare the aligned model’s response 
with the SFT target (subset of 𝑦𝑤).

Up to a scale of 7B, alignment provides no gains over SFT alone.
Why?



HALO vs non-HALO
LLM-as-a-judge (GPT-4) to compare the aligned model’s response 
with the SFT target (subset of 𝑦𝑤).

HALOs either match or outperform (13B+) non-HALOs.
Why?



Kahneman-Tversky Optimization
Start with the canonical Kahneman-Tversky value function:

• Replace exponent 𝛼 with the logistic 
function for stability.

• Control the degree of risk aversion, using 
hyperparameter 𝛽 (the greater 𝛽, the more 
quickly the value saturates) - similar to 
effect as 𝛽 in RLHF and DPO.

• Replace loss aversion coefficient 𝜆 with 
{𝜆𝐷, 𝜆𝑈} for desirable and undesirable 
outputs, respectively.

• For the reference point 𝑧0, assume humans 
judge the quality of 𝑦|𝑥 in relation to all 
possible outcomes.



Kahneman-Tversky Optimization

KTO loss: Intuition:

If the model increases the reward 
of a desirable example in a blunt 
manner, then the KL penalty also 
rises, and no progress is made.

This forces the model to learn 
exactly what makes an output 
desirable, so that the reward can 
be increased while keeping the KL 
term flat.



Kahneman-Tversky Optimization

KTO loss: What’s wrong with this loss?

Problem: estimating 𝑧0 is impractical because 
sampling from 𝜋𝜃 is slow and humans do not perceive 
the full distribution induced by 𝜋𝜃 when making 
judgements.

Simulate human-perceived reference point: create 𝑚 
pairs (𝑥𝑖, 𝑦𝑗) where 𝑦𝑗 is in the same 𝑚-sized batch of 
offline data as 𝑥𝑖.



Kahneman-Tversky Optimization
Data
Convert preference data 𝑦𝑤 ≻ 𝑦𝑙 by assuming that 𝑦𝑤 is drawn from the desirable and 𝑦𝑙 from the 
undesirable distribution.

What are some problems with this approach? How can we mitigate these problems?

Hyperparameters
Control the degree of loss aversion with 𝜆𝐷 and 𝜆𝑈.
Tune to mitigate class imbalance.
If minimizing the downside more important (e.g., toxicity prevention), set 𝜆𝐷𝑛𝐷 < 𝜆𝑈𝑛𝑈



Evaluation

KTO > DPO
• SFT+KTO comparable to 

SFT+DPO (1B-30B).
• KTO alone is better than DPO 

alone for Llama-{7B, 13B, 30B}. 
No significant difference for 
Pythia models (why?)



Evaluation

KTO ≈ SFT+KTO
At sufficient scale (Llama-{13B, 30B}) 
KTO is competitive with SFT+KTO.

This is not case for other methods (e.g., 
DPO). Why?



Evaluation
Is the difference due to 𝟐𝒏 > 𝒏?
For Llama-7B, up to 90% of the desirable 
data can be discarded while still 
outperforming DPO.
(tune 𝜆𝐷  and 𝜆𝑈  accordingly)



Evaluation
Remove reference model?
Assume 𝜋𝑟𝑒𝑓  returns a uniform distribution over outputs.
Better than DPO on GSM8k, BBH and worse on MMLU, HumanEval.



Theoretical analysis

If a data point (𝑥, 𝑦) is implied by the current policy to be too 
difficult or too easy to learn from, then it is ignored.

Pros: ignore noisy data (mislabeled examples)
Cons: ignore hard-to-learn but necessary data.

tune 𝛽 (make it smaller)?



Theoretical analysis

Value distribution (human utility) is affected by input specific 
changes – h(x).
Maximizing preference likelihood ≠ maximizing human utility

Human evals:
win rate of KTO: 72.9% (65.2% by GPT-4)
win rate of DPO: 62.1% (60.0% by GPT-4)

Why?



Theoretical analysis

KTO has better worst-case outcomes when handling 
feedback intransitivity.



Which one?

KTO
• Binary-formatted imbalanced human feedback.
• Preference data: noisy feedback with intransitivity (theorem 4.3).

DPO
• Little noise and little intransitivity (KTO might underfit – 

proposition 4.1).



Discussion

KTO has a default loss. The parameters (e.g., loss aversion) differ across 
individuals in behavioral studies.
How can we efficiently adapt the current KTO formulation to account for this? 
Would this make a big difference?

KTO (value function) was inspired from behavioral studies on monetary 
gambles, which differ from how humans perceive and interpret text.
What analogous settings in human behavior could provide closer inspiration for 
AI alignment? And how can we refine the KTO formulation accordingly?
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