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Imagen: text-to-image 
diffusion model

Key Features
● Pretrained text encoders
● Pixel-space diffusion models
● Large guidance weights
● Hierarchical resolution generation
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Overall Pipeline

Key Features
● Pretrained text encoders
● Pixel-space Diffusion models with 

text conditioning/cross-attention
● Large guidance weights
● Hierarchical resolution generation
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Text Encoders

Two broad choices are explored
● Text encodings from 

image-text contrastive 
learning (e.g CLIP)

● Text encoding from LMs 
trained on text-only data 
(BERT, T5)
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Diffusion Models with Classifier-Free-Guidance

● Standard, conditional 
denoising objective

● UNet architecture

● Sampling performed with 
classifier-free guidance
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Large Guidance Weights

Well-known that large guidance weights produce better image/text 
alignment, but lead to saturation artifacts.

Claim: this is due to distribution shift during iterative denoising
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Static/Dynamic Thresholding

Static Thresholding: clip predictions to [-1, 1]

Dynamic Thresholding: choose a percentile value in the prediction 
at each step (e.g. 0.995) and clip to that percentile value 
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Cascaded Diffusion with Noise-Conditioned Augmentation

● Efficient UNet architecture

● Two separate models to 
upsample 64x64 to 256x256 
to 1024x1024

● Cross-attention with text 
embeddings

● Noise-conditioned 
augmentation
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Noise-Conditioned Augmentation - Training
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Noise-Conditioned Augmentation - Sampling
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Efficient UNet Architecture

● More parameters allocated to lower resolutions

● Scaling skip connections by 1/ sqrt(2)

● Reverse the order of downsampling/upsampling and convolutions
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Training Details

● Base diffusion model: 2B params

● Super-resolution models: 600M and 400M params

● Training data: Internal (460M image-text pairs) + Laion (400M 
image-text pairs)
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DrawBench Evaluation Suite
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Key Takeaways
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Comparison to other T2I Models
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Text-Only Encodings are Surprisingly Good



17

Text-Only Encodings are Surprisingly Good
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Text-Only Encodings are Surprisingly Good
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Scaling Text Encoders is More Effective than Scaling the Diffusion Model
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Dynamic Thresholding is Critical
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Dynamic Thresholding is Critical
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Cross-attention is critical
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Noise conditioning augmentation is critical
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Cascaded Diffusion + Noise Augmentation Enables 
Diversity
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Key Limitation: Face Generation

“Our human evaluations found Imagen obtains 
significantly higher preference rates when 

evaluated on images that do not portray people, 
indicating a degradation in image fidelity.”
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Discussion - Frozen Language Models

 1. The paper demonstrates that large frozen language models trained only on 

text perform better than multimodal models like CLIP for text encoding. Does 

this suggest that pure language understanding is more fundamental than 

visual-semantic alignment for text-to-image generation?

2. How might the design choice of freezing the text encoder affect the model's 

generalization capabilities?
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Discussion - Video Generation + Scaling

 1. Does this paradigm readily extend to video generation? Can we really capture 

the evolution of temporal semantics just through text prompts?

2. For scaling to video/larger images, is latent or cascaded diffusion a more 

promising paradigm?
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Thanks!


