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President Biden issued an Executive Order to “ensure that America leads the way in 
seizing the promise and managing the risks of AI”
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Sections in the EO
1. Purpose

2. Policy and Principles

3. Definitions

4. Ensuring the Safety and Security of AI Technology

5. Promoting Innovation and Competition 

6. Supporting Workers

7. Advancing Equity and Civil Rights

8. Protecting Consumers, Patients, Passengers, and Students

9. Protecting Privacy 

10. Advancing Federal Government Use of AI

11. Strengthening American Leadership Abroad

12. Implementation 

13. General Provisions
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Key AI actions following 
the executive order 

~70 pages… most of it contains actions/deadlines that federal government 
agencies should take to meet the priorities listed in the executive order

Discussion points
1. Definitions
2. Red teaming
3. Innovation & regulation
4. Supporting workers
5. Trump administration 
6. Concluding discussion points



Purpose: Harnessing AI for good and realizing its benefits requires mitigating its substantial risks

“My Administration places the highest urgency on 
governing the development and use of AI safely and 
responsibly, and is therefore advancing a coordinated, 
Federal Government-wide approach to doing so.”

Responsible AI = solve urgent challenges while making world 
more prosperous, productive, innovative, secure

Irresponsible AI = exacerbate societal harms (fraud, 
discrimination, bias, disinformation), displace and disempower 
workers, competition, national security risks

“In the end, AI reflects the principles of 
the people who build it, the people who 
use it, and the data upon which it is built.”  
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Policy and Principles Lays out 8 guiding principles for federal agencies to follow 
1. AI must be safe and secure

2. Innovation, competition, and collaboration

3. Commitment to supporting American workers

4. AI must advance equity and civil rights

5. American consumers must be protected 

6. Americans’ privacy and civil liberties must be 
protected as AI continues advancing

7. Increase Federal Government’s capacity to 
regulate, govern, & support responsible AI

8. Federal government should lead the way to 
global societal, economic, and technological 
progress
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1. Agency
2. Artificial Intelligence (AI)
3. AI Model
4. AI Red-Teaming
5. AI System
6. Commercially Available Information
7. Crime Forecasting
8. Critical and Emerging Technologies
9. Critical Infrastructure

10. Differential-Privacy Guarantee
11. Dual-Use Foundation Model
12. Federal Law Enforcement Agency
13. Floating-Point Operation
14. Foreign Person
15. Foreign Reseller
16. Generative AI

17. Infrastructure as a Service (IaaS)
18. Integer Operation
19. intelligence Community
20. Machine Learning
21. Model Weight
22. National Security System
23. Omics
24. Open RAN
25. Personally Identifiable Information (PII)
26. Privacy-Enhancing Technology (PET)
27. Privacy Impact Assessment
28. Sector Risk Management Agency
29. Self-Healing Network
30. Synthetic Biology
31. Synthetic Content
32. Testbed
33. Watermarking

Definitions
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Definitions

“AI red-teaming” means a structured testing effort to 
find flaws and vulnerabilities in an AI system, often in a 
controlled environment and in collaboration with 
developers of AI.  Artificial Intelligence red-teaming is 
most often performed by dedicated “red teams” that adopt 
adversarial methods to identify flaws and vulnerabilities, 
such as harmful or discriminatory outputs from an AI 
system, unforeseen or undesirable system behaviors, 
limitations, or potential risks associated with the misuse 
of the system.

“dual-use foundation model” means an AI model that is trained on broad 
data; generally uses self-supervision; contains at least tens of billions of 
parameters; is applicable across a wide range of contexts; and that exhibits, 
or could be easily modified to exhibit, high levels of performance at tasks that 
pose a serious risk to security, national economic security, national public 
health or safety, or any combination of those matters, such as by: 
(i)    substantially lowering the barrier of entry for non-experts to design, 
synthesize, acquire, or use chemical, biological, radiological, or nuclear 
(CBRN) weapons; 
(ii)   enabling powerful offensive cyber operations through automated 
vulnerability discovery and exploitation against a wide range of potential 
targets of cyber attacks; 
or (iii)  permitting the evasion of human control or oversight through means of 
deception or obfuscation.

“generative AI” means the class of AI models that 
emulate the structure and characteristics of input 
data in order to generate derived synthetic content.  
This can include images, videos, audio, text, and 
other digital content.
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“privacy-enhancing technology” means any software or hardware solution, technical process, technique, or other 
technological means of mitigating privacy risks arising from data processing, including by enhancing predictability, 
manageability, disassociability, storage, security, and confidentiality.  These technological means may include secure 
multiparty computation, homomorphic encryption, zero-knowledge proofs, federated learning, secure enclaves, 
differential privacy, and synthetic-data-generation tools.

“floating-point operation” means any mathematical operation or 
assignment involving floating-point numbers, which are a subset of 
the real numbers typically represented on computers by an integer 
of fixed precision scaled by an integer exponent of a fixed base.



Discussion

Are there any terms you think should have been included or defined differently? How 
do the definitions affect governance efforts? Who should be defining these terms?
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New standards for AI Safety and Security

Require that developers of the most powerful AI systems share their safety test 
results and other critical information with the U.S. government

“In accordance with the Defense Production Act, the Order will require that companies developing any foundation 
model that poses a serious risk to national security, national economic security, or national public health and 
safety must notify the federal government when training the model, and must share the results of all red-team 
safety tests. These measures will ensure AI systems are safe, secure, and trustworthy before companies make 
them public.” 

Develop standards, tools, and tests to help ensure that AI systems are safe, secure, 
and trustworthy

“The National Institute of Standards and Technology will set the rigorous standards for extensive red-team testing 
to ensure safety before public release. The Department of Homeland Security will apply those standards to critical 
infrastructure sectors and establish the AI Safety and Security Board. The Departments of Energy and Homeland 
Security will also address AI systems’ threats to critical infrastructure, as well as chemical, biological, radiological, 
nuclear, and cybersecurity risks. Together, these are the most significant actions ever taken by any government to 
advance the field of AI safety.”
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Some other things that can be discussed wrt red teaming

1. What types of undesirable behaviors, limitations, and risks can or should be effectively caught and mitigated through 
red-teaming exercises? 

2. aside from AI developers, who else should be at the table, and what resources should be available to them? 
3. How should the risks identified through red-teaming be documented, reported, and managed? 
4. Is red-teaming on its own sufficient for assessing and managing the safety, security, and trustworthiness of AI? If not, what 

other practices should be part of the broader evaluation toolbox, and how does red-teaming complement those approaches? 

“AI red-teaming” means a structured testing effort to find flaws and vulnerabilities in an AI system, often in a 
controlled environment and in collaboration with developers of AI.  Artificial Intelligence red-teaming is most 
often performed by dedicated “red teams” that adopt adversarial methods to identify flaws and vulnerabilities, 
such as harmful or discriminatory outputs from an AI system, unforeseen or undesirable system behaviors, 
limitations, or potential risks associated with the misuse of the system.

Are there other ways to audit models besides AI red-teaming. How do we ensure that AI 
red-teaming is done in a comprehensive manner?
– Nandeeka

Red teaming discussion



Protect against the risks of using AI to engineer dangerous biological materials
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New standards for AI Safety and Security: Watermarking

Protect Americans from AI-enabled fraud and deception by 
establishing standards and best practices for detecting 
AI-generated content and authenticating official content

“The Department of Commerce will develop guidance for content 
authentication and watermarking to clearly label AI-generated content. 
Federal agencies will use these tools to make it easy for Americans to know 
that the communications they receive from their government are 
authentic—and set an example for the private sector and governments 
around the world.”
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New standards for AI Safety and Security:
Companies developing or demonstrating an intent to develop potential dual-use foundation models to provide the Federal Government, 
on an ongoing basis, with information, reports, or records regarding the following:

 (A)  any ongoing or planned activities related to training, developing, or producing dual-use foundation models, 
including the physical and cybersecurity protections taken to assure the integrity of that training process against sophisticated 
threats;

 (B)  the ownership and possession of the model weights of any dual-use foundation models, and the physical and 
cybersecurity measures taken to protect those model weights; and  

 (C)  the results of any developed dual-use foundation model’s performance in relevant AI red-team testing based on 
guidance developed by NIST 
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New standards for AI Safety and Security:

Companies, individuals, or other organizations or entities that acquire, develop, or possess a potential large-scale computing cluster to 
report any such acquisition, development, or possession, including the existence and location of these clusters and the amount of total 
computing power available in each cluster.

any model that was trained using a quantity of computing power greater than 1026 
integer floating-point operations, or using primarily biological sequence data and using a 
quantity of computing power greater than 1023 integer or floating-point operations; and

any computing cluster that has a set of machines physically co-located in a single 
datacenter, transitively connected by data center networking of over 100 Gbit/s, and having a 
theoretical maximum computing capacity of 1020 integer or floating-point operations per 
second for training AI
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Promoting innovation and competition

Encourages innovation through:

● Streamlined visa and immigration processes for 
AI talent

● Promote a fair, open, and competitive AI 
ecosystem 

by providing small developers and entrepreneurs 
access to technical assistance and resources, helping 
small businesses commercialize AI breakthroughs, 
and encouraging the Federal Trade Commission to 
exercise its authorities

● Expanding AI research funding (through a pilot of 
the National AI Research Resource—a tool that 
will provide AI researchers and students access 
to key AI resources and data)
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Discussion on innovation
Balancing innovation and regulation?
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How can the Federal Government effectively 
balance the promotion of AI innovation and 
competition while ensuring the safety and 
reliability of AI systems, in order to prevent 
overregulation that may stifle technological 
advancement and to foster a diverse and 
inclusive AI ecosystem? – Junyi

There is a valid concern that  an attempt to 
regulate AI  may not empower research to get 
more cutting edge results, how will we be 
competing with near peer adversary countries 
when the sky may be the limit in their AI 
development paradigm. – Jerome

How can the government implement testing 
requirements without stifling innovation or 
creating excessive regulatory burden for smaller 
AI companies and startups? – Anish



Protecting Americans’ Privacy

● Protect Americans’ privacy by prioritizing federal support for accelerating the development 
and use of privacy-preserving techniques

● Strengthen privacy-preserving research and technologies 
● Evaluate how agencies collect and use commercially available information
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To ensure that AI advances equity and civil rights, the President directs the following additional actions:

● Provide clear guidance to landlords, Federal benefits programs, and federal contractors to keep AI 
algorithms from being used to exacerbate discrimination.

● Address algorithmic discrimination through training, technical assistance, and coordination between 
the Department of Justice and Federal civil rights offices on best practices for investigating and 
prosecuting civil rights violations related to AI.

● Ensure fairness throughout the criminal justice system by developing best practices on the use of AI 
in sentencing, parole and probation, pretrial release and detention, risk assessments, surveillance, 
crime forecasting and predictive policing, and forensic analysis.

Advancing Equity and Civil Rights
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Advancing Equity and Civil Rights
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“Irresponsible uses of AI can lead to and deepen discrimination, bias, and other abuses in justice, 
healthcare, and housing. The Biden-Harris Administration has already taken action by publishing the 
Blueprint for an AI Bill of Rights and issuing an Executive Order directing agencies to combat algorithmic 
discrimination, while enforcing existing authorities to protect people’s rights and safety.”

https://www.whitehouse.gov/ostp/ai-bill-of-rights/
https://www.whitehouse.gov/briefing-room/statements-releases/2023/02/16/fact-sheet-president-biden-signs-executive-order-to-strengthen-racial-equity-and-support-for-underserved-communities-across-the-federal-government/
https://www.whitehouse.gov/briefing-room/statements-releases/2023/02/16/fact-sheet-president-biden-signs-executive-order-to-strengthen-racial-equity-and-support-for-underserved-communities-across-the-federal-government/
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Focuses on addressing algorithmic discrimination:

● Provide clear guidance to landlords, Federal benefits programs, and federal contractors 
to keep AI algorithms from being used to exacerbate discrimination

● Promoting fairness in hiring, housing, and access to services

● Fairness in criminal justice (sentencing, parole, probation, etc)

Advancing Equity and Civil Rights
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Standing Up for Consumers, Patients, and Students

To protect consumers while ensuring that AI can make Americans better off, the President directs the 
following actions:

● Advance the responsible use of AI in healthcare and the development of affordable and life-saving 
drugs. 

● Shape AI’s potential to transform education by creating resources to support educators deploying 
AI-enabled educational tools, such as personalized tutoring in schools.
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AI is changing America’s jobs and workplaces, offering both the promise of improved productivity 
but also the dangers of increased workplace surveillance, bias, and job displacement

● Develop principles and best practices to mitigate the harms and maximize the benefits of AI for 
workers by addressing job displacement; labor standards; workplace equity, health, and safety

● Produce a report on AI’s potential labor-market impacts, and study and identify options for 
strengthening federal support for workers facing labor disruptions, including from AI

Supporting Workers
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“My Administration will seek to adapt job training and 
education to support a diverse workforce and help provide 
access to opportunities that AI creates.  In the workplace itself, 
AI should not be deployed in ways that undermine rights, 
worsen job quality, encourage undue worker surveillance, 
lessen market competition, introduce new health and 
safety risks, or cause harmful labor-force disruptions.” 

Question
I feel that there isn't much said about preventing the 
displacement of jobs - perhaps there is no good sense 
of how to help workers at risk of their jobs being 
automated, especially for labor-intensive ones like 
manufacturing warehouses whose AI counterparts are 
already showing signs of matching their capabilities. 
Additionally, AI was meant to wash our dishes and fold 
our laundry, and yet it came directly at our creative jobs 
in the last few years. How can we revert back to a point 
in which they carry out our labor while letting us enjoy 
our creative endeavors?
– Ryan

Supporting Workers



Advancing American Leadership Abroad

AI’s challenges and opportunities are global. The Biden-Harris Administration will continue working with other nations to support safe, 
secure, and trustworthy deployment and use of AI worldwide. To that end, the President directs the following actions:

- Expand bilateral, multilateral, and multistakeholder engagements to collaborate on AI. The State Department, in collaboration, 
with the Commerce Department will lead an effort to establish robust international frameworks for harnessing AI’s benefits and 
managing its risks and ensuring safety.

- Promote the safe, responsible, and rights-affirming development and deployment of AI abroad to solve global challenges, such as 

advancing sustainable development and mitigating dangers to critical infrastructure.

-
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Ensuring Responsible and Effective Government Use of AI

To ensure the responsible government deployment of AI and modernize federal AI infrastructure, the 
President directs the following actions:

● Issue guidance for agencies’ use of AI,
● Help agencies acquire specified AI products and services faster, more cheaply, and more effectively 

through more rapid and efficient contracting.
● Accelerate the rapid hiring of AI professionals as part of a government-wide AI talent surge led by 

the Office of Personnel Management, U.S. Digital Service, U.S. Digital Corps, and Presidential 
Innovation Fellowship. Agencies will provide AI training for employees at all levels in relevant fields.
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3 months later…

https://www.whitehouse.gov/briefing-room/statements-releases/2024/01/29/fact-sheet-biden-harris-adm
inistration-announces-key-ai-actions-following-president-bidens-landmark-executive-order/
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The table below summarizes many of the activities federal agencies have completed in response to the Executive Order
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6 months later…

https://www.whitehouse.gov/briefing-room/statements-releases/2024/04/29/biden-harris-administration
-announces-key-ai-actions-180-days-following-president-bidens-landmark-executive-order/

“federal agencies reported that they completed all of the 180-day actions in the E.O. on 
schedule, following their recent successes completing each 90-day, 120-day, and 150-day 
action on time.”
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33https://apnews.com/article/ai-safety-summit-san-francisco-trump-
biden-executive-order-0e7475371877c7fefbbf178759fe7ab7

What next?

Would these guidelines change under the 
Trump administration or with Elon Musk? 
xAI's Grok has been noted to generate 
harmful content more easily than models 
from other companies. One of my friends in 
xAI mentioned that xAI prioritizes catching up 
with OpenAI over current safety concerns 
and Elon does not seem to put emphasis on 
safety so much. Furthermore, Elon has been 
critical of models tuned so that the models 
hold liberal people's opinions.
Could the upcoming shift in leadership could 
potentially lead to a reevaluation of priorities?
– Kazusato



Conclusion/Takeaways

● This executive order set a 
framework for safe, secure, and 
trustworthy development and use 
of AI

● Collaboration, innovation, and 
safeguards must work in tandem

● Role of government, private 
sector, academia is crucial
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Concluding Discussion Questions
What sections of the Executive Order do you think are effective/promising? Are there any 
sections you find lacking or areas where it could be improved? Is anything missing?

1. Given the Executive Order's emphasis on safeguarding privacy and addressing AI-related risks, what role 
should international collaboration play in establishing standardized guidelines for AI governance, and how 
might differing global privacy laws impact this effort? –  Baifeng

2. While this executive order has not mentioned anything about open models, I wonder whether open models 
would help achieve the standards proposed, such as privacy and safety. – Brandon

3. There seems to be an interesting focus on "biological sequence data", even though there are many other 
types of training data that could lead to harmful AI systems (e.g trained on radioactive materials databases, 
etc.).  I wonder why this focus/wording was chosen that way. – Sanjeev

4. How might the Federal Government address potential conflicts of interest or "revolving door" dynamics 
between policymakers, regulators, and private AI companies, ensuring that regulations are both robust and 
free from undue influence by industry stakeholders? – Jerome
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