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Motivation

• Addressing safety issues in text-image diffusion models:
• Cloning Styles
• Bias
• Offensive Images

• A unified model-editing approach to address all these issues



Motivation



Method
• Previous Method: Optimize the cross attention weight matrix, 

bring the source prompt embedding closer to the destination 
embedding.
• Ci: source prompt (eg. "a pack of roses)
• Ci*: destination prompt (eg. "a pack of blue roses)



Method

• Proposed Method:

Prev:interference with surrounding concepts when 
editing a particular concept. 



Method

• Proposed Method:
• Erasing: vi: Kelly Mckernan, c*: art

• Debiasing: vi*: doctor; ci: doctor, a1: white, a2: black, …

• Moderation: vi*: nudity, c0: “”



Experiments

• Erase:
• Erase artistic Style:



Experiments

• Erase:
• Erase Object:



Experiments

• Debiasing:
• Gender bias:



Experiments

• Debiasing:
• Racial bias:



Experiments

• Moderation:



Discussion
• While the method was used to erase object, it is unclear to me whether it can 

also be used to add objects. It would be interesting to add something like a 
watermark to the image. (Brandon Huang)

• Since the concept editing is being performed via optimization from a finite data 
set, I wonder what the effect of the composition/size of that dataset is on the 
concept editing performance. For instance, if the goal is to erase an artist’s style, 
how many examples/what kind of data diversity is needed to achieve good edits? 
(Sanjeev Raja)

• think performance and safety intrinsically has a trade-off: as you erase more 
concepts, the higher FID the model will have (i.e. worse performance). How do 
people / researcher going to approach this tradeoff? (Max Fu)





Motivation

• Studying set- Level difference between images



Method

• Benchmark Proposal: VisDiffBench



Method

• Benchmark Evaluation:
• Use GPT-4 to score the difference between the generated description y 

and the groundtruth y*
• High correlation w/ Human annotation



Method

• VisDiff Algorithm



Result

• GPT-4V image-based and BLIP-2 caption-based proposers with 
CLIP feature-based ranker outperform other proposers and 
rankers



Application

• Comparing ImageNetV2 with ImageNet: (ImageNetV2 images) vs 
(ImageNet images)



Application

• Comparing Behaviors of CLIP and ResNet: (Correct by CLIP & 
incorrect by ResNet) vs (all other images)



Application

• Finding Failure Modes of ResNet: (images that are correctly 
predicted) vs (those that are erroneously classified)



Application

• Comparing Versions of Stable Diffusion: (V1 Generated Images) vs 
(V2 generated Images)



Application

• Describing Memorability in Images: In LaMem dataset, (the more 
memorable images) VS (less memorable images)
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