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Question: How can we effectively 
regulate powerful ML models?



Assumptions

● Powerful models require large amounts of FLOPs to 

train

● Achieving this large number of FLOPs requires 

specialized accelerators with high interconnection 

bandwidth

● Monitoring these specialized accelerators will enable 

auditors to regulate these powerful models



Proposed Solution

1. Activity logging for machine learning training 

implemented in the firmware of ML chips

2. Inspection of the logs to ensure compliance with 

regulations

3. Monitoring of the supply chain to ensure that ML chips 

are compliant
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Discussion: Privacy/Confidentiality Concerns

“I think the paper's idea is great but it's hard to execute all these rules. For 

instances, adding firmware to the GPU chip seems to add some "backdoor" to 

the hardware where the buyer might complain and potentially hurt the 

supplier's revenue.” - Patrick Wu

“Since many countries buy the same type of chips, this method would raise 

privacy concern between different countries. Specifically, how can the buyer 

countries ensure than the chip manufacturers are not installing backdoors to 

track the chip?” - Brandon Huang



Discussion: Role of Training Data

“In the same vein as Ritwik's paper, it seems like there is an excessive focus on 
model-focused rules like number of parameters, etc, but not on detecting 
dataset misuse. How would weight checkpointing/training logs give 
information on whether a (potentially proprietary) dataset used for training 
violates regulations?” - Sanjeev Raja

“How can a data-centric approach to AI governance be effectively 
implemented to mitigate risks associated with AI capabilities, considering the 
interdependence between dataset quality and model performance, and what 
frameworks or standards are necessary to support this approach across various 
AI applications?” - Junyi Zhang



Thank you!


